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PREFACE

This book is intended for people who need a working knowledge of global 
navigation satellite systems (GNSSs), inertial navigation systems (INSs), and 
the Kalman filtering models and methods used in their integration. The book 
is designed to provide a usable, working familiarity with both the theoretical 
and practical aspects of these subjects. For that purpose, we include “real-
world” problems from practice as illustrative examples. We also cover the 
more practical aspects of implementation: how to represent problems in a 
mathematical model, analyze performance as a function of model parameters, 
implement the mechanization equations in numerically stable algorithms, 
assess the computational requirements, test the validity of results, and monitor 
performance in operation with sensor data from Global Positioning System 
(GPS) and INS. These important attributes, often overlooked in theoretical 
treatments, are essential for effective application of theory to real-world 
problems.

The accompanying companion website (www.wiley.com/go/globalnavigation) 
contains MATLAB® m-files to demonstrate the workings of the navigation 
solutions involved. It includes Kalman filter algorithms with GNSS and INS 
data sets so that the reader can better discover how the Kalman filter works 
by observing it in action with GNSS and INS. The implementation of GNSS, 
INS, and Kalman filtering on computers also illuminates some of the practical 
considerations of finite-word-length arithmetic and the need for alternative 
algorithms to preserve the accuracy of the results. If the student wishes to 
apply what she or he learns, then it is essential that she or he experience its 
workings and failings—and learn to recognize the difference.

The book is organized for use as a text for an introductory course in  
GNSS technology at the senior level or as a first-year graduate-level course  

http://www.wiley.com/go/globalnavigation
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in GNSS, INS, and Kalman filtering theory and applications. It could also be 
used for self-instruction or review by practicing engineers and scientists in 
these fields.

This third edition includes advances in GNSS/INS technology since the 
second edition in 2007, as well as many improvements suggested by reviewers 
and readers of the second edition. Changes in this third edition include the 
following:

1. Updates on the upgrades in existing GNSS systems and on other systems 
currently under development

2. Expanded coverage of basic principles of antenna design and practical 
antenna design solutions

3. Expanded coverage of basic principles of receiver design, and an update 
of the foundations for code and carrier acquisition and tracking within 
a GNSS receiver

4. Expanded coverage of inertial navigation, its history, its technology, and 
the mathematical models and methods used in its implementation

5. Derivations of dynamic models for the propagation of inertial navigation 
errors, including the effects of drifting sensor compensation parameters

6. Greatly expanded coverage of GNSS/INS integration, including deriva-
tion of a unified GNSS/INS integration model, its MATLAB imple-
mentations, and performance evaluation under simulated dynamic 
conditions

The accompanying website has also been augmented to include updated  
background material and additional MATLAB scripts for simulating GNSS-
only and integrated GNSS/INS navigation. The CD-ROM includes satellite 
position determination, calculation of ionospheric delays, and dilution of 
precision.

Chapter 1 provides an overview of navigation, in general, and GNSS and 
inertial navigation, in particular. These overviews include fairly detailed 
descriptions of their respective histories, technologies, different implementa-
tion strategies, and applications.

Chapter 2 covers the fundamental attributes of satellite navigation systems, 
in general, and the technologies involved, how the navigation solution is imple-
mented, and how satellite geometries influence errors in the solution.

Chapter 3 covers the fundamentals of inertial navigation, starting with its 
nomenclature and continuing through to practical implementation methods, 
error sources, performance attributes, and development strategies.

Chapters 4–9 cover basic theory of GNSS for a senior-level class in geomat-
ics, electrical engineering, systems engineering, and computer science. Subjects 
covered in detail include basic GNSS satellite signal structures, practical 
receiver antenna designs, receiver implementation structures, error sources, 
signal processing methods for eliminating or reducing recognized error sources, 
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and system augmentation methods for improving system integrity and 
security.

Chapter 10 covers the fundamental aspects of Kalman filtering essential for 
GNSS/INS integration: its mathematical foundations and basic implementa-
tion methods, and its application to sensor integration in general and to GNSS 
navigation in particular. It also covers how the implementation includes its 
own performance evaluation and how this can be used in the predictive design 
of sensor systems.

Chapter 11 covers the basic errors sources and models for inertial naviga-
tion, including the effects of sensor noise and errors due to drifting inertial 
sensor error characteristics, how the resulting navigation errors evolve over 
time, and the resulting models that enable INS integration with other sensor 
systems.

Chapter 12 covers the essential mathematical foundations for GNSS/INS 
integration, including a unified navigation model, its implementation in 
MATLAB, evaluations of the resulting unified system performance under 
simulated dynamic conditions, and demonstration of the navigation perfor-
mance improvement attainable through integrated navigation.

Appendix A contains brief descriptions of the MATLAB software on the 
CD-ROM, including formulas implementing the models developed in the dif-
ferent chapters and used for demonstrating how they work. Appendix B con-
tains background material on coordinate systems and transformations 
implemented in the software, including derivations of the rotational dynamics 
used in navigation error modeling and GNSS/INS integration.

For instructors that wish to cover the fundamental aspects of GNSS,  
Chapters 1, 2, and 4–9 are recommended. Instructors of courses covering the  
fundamental concepts of inertial navigation can cover Chapters 1, 3, 10, and 
11. A more advanced course in GNSS and INS integration should include 
Chapter 12, as well as significant utilization of the software routines provided 
for computer-based GNSS/INS integration projects.
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ACRONYMS AND ABBREVIATIONS

3GPP	 3rd	Generation	Partnership	Project
A/D	 Analog-to-digital	(conversion)
ADC	 Analog-to-digital	converter
ADR	 Accumulated	delta	range
ADS	 Automatic	dependent	surveillance
AGC	 Automatic	gain	control
A-GPS	 Assisted	GPS
AHRS	 Attitude	and	heading	reference	system
AIC	 Akaike	information-theoretic	criterion
AIRS	 Advanced	Inertial	Reference	Sphere
ALF	 Atmospheric	loss	factor
ALS	 Autonomous	landing	system
altBOC	 Alternate	binary	offset	carrier
AODE	 Age	of	data	word,	ephemeris
AOR-E	 Atlantic	Ocean	Region	East	(WAAS)
AOR-W	 Atlantic	Ocean	Region	West	(WAAS)
APL	 Applied	Physics	Laboratory,	Johns	Hopkins	University
AR	 Autoregressive
AR	 Axial	ratio
ARMA	 Autoregressive	moving	average
ARP	 Antenna	reference	point
ARNS	 Aeronautical	radio	navigation	services
ASD	 Amplitude	spectral	density
ASIC	 Application-specific	integrated	circuit
ASQF	 Application-Specific	Qualification	Facility	(EGNOS)
A-S	 Antispoofing
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ATC	 Air	traffic	control
BD	 BeiDou
BPF	 Band	pass	filter
bps	 bits	per	second
BOC	 Binary	offset	carrier
BPSK	 Binary	phase-shift	keying
BS	 Base	station
BW	 Bandwidth
C	 Civil
C/A	 Coarse	acquisition	(channel	or	code)
C&V	 Correction	and	verification	(WAAS)
CDM	 Code-division	multiplexing
CDMA	 Code-division	multiple	access
CEM	 Computational	electromagnetic	model
CEP	 Circular	error	probable,	or	circle	of	equal	probability
CL	 Code	long
CM	 Code	moderate
CNAV	 Civil	navigation
CNMP	 Code	noise	and	multipath
CONUS	 Conterminous	United	States,	also	Continental	United	States
CORS	 Continuously	operating	reference	station
COSPAS	 Acronym	from	transliterated	Russian	title	“Cosmicheskaya	

Sistyema	Poiska	Avariynich	Sudov,”	meaning	“Space	System	
for	the	Search	of	Vessels	in	Distress”

CBOC	 Combined	BOC
C/NAV	 Commercial	navigation
CP	 Carrier	phase
cps	 Chips	per	second
CRC	 Cyclic	redundancy	check
CRPA	 Controlled	reception	pattern	antenna
CS	 Control	segment
CSDL	 Charles	Stark	Draper	Laboratory
CWAAS	 Canadian	WAAS
DC	 Direct	current
DDA	 Digital	differential	analyzer
DGNSS	 Differential	GNSS
DGPS	 Differential	GPS
DLL	 Delay-lock	loop
DME	 Distance	measurement	equipment
DOD	 Department	of	Defense	(United	States)
DOP	 Dilution	of	precision
DU	 Delay	unit
E	 Eccentric	anomaly
ECEF	 Earth-centered,	earth-fixed	(coordinates)
ECI	 Earth-centered	inertial	(coordinates)



ACRONYMS	AND	ABBREVIATIONS	 xxxv

EGNOS	 European	(also	Geostationary)	Navigation	Overlay	System
EIRP	 Effective	isotropic	radiated	power
EMA	 Electromagnetic	accelerator
EMI	 Electromagnetic	interference
ENU	 East–north–up	(coordinates)
ESA	 European	Space	Agency
ESG	 Electrostatic	gyroscope
ESGN	 Electrically	Supported	Gyro	Navigator
EU	 European	Union
EWAN	 EGNOS	Wide-Area	(communication)	Network	(EGNOS)
FAA	 Federal	Aviation	Administration	(United	States)
FDMA	 Frequency	division	multiple	access
FEC	 Forward	error	correction
FIR	 Finite	impulse	response
FLL	 Frequency-lock	loop
FM	 Frequency	modulation
FOG	 Fiber-optic	gyroscope
FPE	 Final	prediction	error	(Akaike’s)
FSLF	 Free-space	loss	factor
F/NAV	 Free	navigation
ft	 Feet
GAGAN	 GPS	&	GEO	Augmented	Navigation	(India)
GBAS	 Ground-based	augmentation	system
GCCS	 GEO	Communication	and	Control	Segment
GDOP	 Geometric	dilution	of	precision
GEO	 Geostationary	earth	orbit
GES	 GPS	Earth	Station	COMSAT
GIC	 GNSS	Integrity	Channel
GIOVE	 Galileo	In-Orbit	Validation	Element
GIPSY	 GPS	Infrared	Positioning	System
GIS	 Geographic	Information	System(s)
GIVE	 Grid	ionosphere	vertical	error
GLONASS	 Global	Orbiting	Navigation	Satellite	System
GNSS	 Global	navigation	satellite	system
GOA	 GIPSY/OASIS	analysis
GPS	 Global	Positioning	System
GUS	 GEO	uplink	subsystem
GUST	 GEO	uplink	subsystem	type	1
h	 hour
HDOP	 Horizontal	dilution	of	precision
HEO	 Highly-inclined	elliptical	orbit
HMI	 Hazardously	misleading	information
HOW	 Handover	word
HPNS	 High	precision	navigation	signal	(i.e.,	for	GLONASS)
HRG	 Hemispheric	resonator	gyroscope
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I	 In-phase
ICAO	 International	Civil	Aviation	Organization
ICC	 Ionospheric	correction	computation
ICD	 Interface	control	document
IDV	 Independent	Data	Verification	(of	WAAS)
IF	 Intermediate	frequency
IFOG	 Interferometric	fiber-optic	gyroscope
IGO	 Inclined	geosynchronous	orbit
IGP	 Ionospheric	grid	point	(for	WAAS)
IGS	 International	GNSS	Service
ILS	 Instrument	landing	system
IMU	 Inertial	measurement	unit
Inmarsat	 International	Mobile	(originally	“Maritime”)	Satellite	

Organization
I/NAV	 Integrity	navigation
INS	 Inertial	navigation	system
IOD	 Issue	of	data
IODC	 Issue	of	data	clock
IODE	 Issue	of	data	ephemeris
IONO	 Ionosphere,	ionospheric
IOT	 In-orbit	test
IRU	 Inertial	reference	unit
IS	 Interface	specification
ISA	 Inertial	sensor	assembly
ITRF	 International	Terrestrial	Reference	Frame
ITU	 International	Telecommunications	Union	
JPALS	 Joint	precision	approach	and	landing	system
JTIDS	 Joint	Tactical	Information	Distribution	System
km	 Kilometer
KPA	 Klystron	Power	Amplifier
LAAS	 Local-Area	Augmentation	System
LADGPS	 Local-area	differential	GPS
LAMBDA	 Least-squares	ambiguity	decorrelation	adjustment
LD	 Location	determination
LEM	 Lunar	Excursion	Module
LHCP	 Left-hand	circularly	polarized
LINCS	 Local	Information	Network	Communication	System
LIS	 Land	Information	Systems
LNA	 Low-noise	amplifier
LORAN	 Long-range	navigation
LOS	 Line	of	sight
LP	 Linear	polarization
LPV	 Lateral	positioning	with	vertical	guidance
LSB	 Least	significant	bit
LTP	 Local	tangent	plane
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M	 Mean	anomaly
m	 Meter
M	 Military
MBOC	 Modified	BOC
MCC	 Mission/Master	Control	Center	(EGNOS)
Mcps	 million	chips	per	second
MEDLL	 Multipath-estimating	delay-lock	loop
MEMS	 Microelectromechanical	system(s)
MEO	 Medium	earth	orbit
MS	 Mobile	station	(i.e.,	cell	phone)
ML	 Maximum	likelihood
MLE	 Maximum-likelihood	estimation	(or	estimator)
MMIA	 Mueller	Mechanical	Integrating	Accelerometer
MMSE	 Minimum	mean-squared	error	(estimator)
MMT	 Multipath	mitigation	technology
MOPS	 Minimum	Operational	Performance	Standards
MSAS	 MTSAT	Satellite-based	Augmentation	System	(Japan)
MSB	 Most	significant	bit
MTSAT	 Multifunctional	Transport	Satellite	(Japan)
MVDR	 Minimum	variance	distortionless	response
MVUE	 Minimum-variance	unbiased	estimator
MWG	 Momentum	wheel	gyroscope
NAS	 National	Airspace	System
NAVSTAR	 Navigation	system	with	time	and	ranging
NCO	 Numerically	controlled	oscillator
NED	 North–east–down	(coordinates)
NF	 Noise	figure
NGS	 National	Geodetic	Survey	(United	States)
NLES	 Navigation	Land	Earth	Station(s)	(EGNOS)
NOAA	 National	Oceanic	and	Atmospheric	Administration
NPA	 Nonprecision	approach
NSRS	 National	Spatial	Reference	System
NSTB	 National	Satellite	Test	Bed
OASIS	 Orbit	analysis	simulation	software
OBAD	 Old	but	active	data
OD	 Orbit	determination
OPUS	 Online	Positioning	User	Service	(of	NGS)
OS	 Open	Service	(of	Galileo)
PA	 Precision	approach
PACF	 Performance	Assessment	and	Checkout	Facility	(EGNOS)
P-code	 Precision	code
pdf	 portable	document	format
PDI	 Predetection	integration	interval
PDOP	 Position	dilution	of	precision
PI	 Proportional	and	integral	(controller)
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PID	 Process	input	data	(of	WAAS);	proportional,	integral,	and	
differential	(control)

PIGA	 Pendulous	integrating	gyroscopic	accelerometer
PL	 Pseudolite	
PLL	 Phase-lock	loop
PLRS	 Position	Location	and	Reporting	System	(U.S.	Army)
PN	 Pseudorandom	noise
POR	 Pacific	Ocean	Region
PPP	 Precise	point	positioning
PPS	 Precise	Positioning	Service
pps	 Pulse	per	second
PR	 Pseudorange
PRC	 People’s	Republic	of	China
PRN	 Pseudorandom	noise	or	pseudorandom	number	(=SVN	for	

GPS)
PRS	 Public	Regulated	service	(of	Galileo)
PSD	 Power	spectral	density
Q	 Quadrature
QPSK	 Quadrature	phase	shift	keying
QZS	 Quasi-Zenith	Satellite
QZSS	 Quasi-Zenith	Satellite	System
RAAN	 right	ascension	of	ascending	node
RAG	 Receiver	antenna	gain	(relative	to	isotropic)
RAIM	 Receiver	autonomous	integrity	monitoring
RF	 Radio	frequency
RHCP	 Right-hand	circularly	polarized
RIMS	 Ranging	and	Integrity	Monitoring	Station(s)	(EGNOS)
RINEX	 Receiver	independent	exchange	format	(for	GPS	data)
RL	 Return	loss
RLG	 Ring	laser	gyroscope
RM	A	 Reliability,	maintainability,	availability
RMS	 Root	mean	square;	reference	monitoring	station
RNSS	 Radio	navigation	satellite	service
RPY	 Roll–pitch–yaw	(coordinates)
RTCA	 Radio	Technical	Commission	for	Aeronautics
RTCM	 Radio	Technical	Commission	for	Maritime	Service
RTOS	 Real-time	operating	system
RVCG	 Rotational	vibratory	coriolis	gyroscope
s	 second
SA	 Selective	availability	(also	abbreviated	“S/A”)
SAIF	 Submeter	accuracy	with	integrity	function	(in	QZSS)
SAP	 Space	adaptive	processing
SAR	 Synthetic	Aperture	Radar	or	Search	and	Rescue	(Galileo	

service)
SARP	 Standards	and	Recommended	Practices	(Japan)
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SARSAT	 Search	and	rescue	satellite—aided	tracking
SAW	 Surface	acoustic	wave
SBAS	 Space-based	augmentation	system
SBIRLEO	 Space-based	infrared	low	earth	orbit
SCOUT	 Scripps	coordinate	update	tool
SCP	 Satellite	Correction	Processing	(of	WAAS)
SDR	 Software-defined	radio
SF	 Scale	factor
SFAP	 Space-frequency	adaptive	processing
SFIR	 Specific	force	information	receiver
SI	 Système	International
SIS	 Signal	in	space
SM	 Solar	magnetic
SNAS	 Satellite	Navigation	Augmentation	System	(China)
SNR	 Signal-to-noise	ratio
SOL	 Safety	of	Life	Service	(of	Galileo)
SPNS	 Standard	precision	navigation	signal	(i.e.,	for	GLONASS)
SPS	 Standard	Positioning	Service
sps	 symbols	per	second
SSBN	 Ship	Submersible	Ballistic	Nuclear	(US)
STAP	 Space–time	adaptive	processing
STF	 Signal	Task	Force	(of	Galileo)
STM	 State	transition	matrix
SV	 Space	vehicle
SVN	 Space	vehicle	number	(=PRN	number	for	GPS)
SWR	 Standing	wave	ratio
TCS	 Terrestrial	communications	subsystem	(for	WAAS)
TCXO	 Temperature-compensated	Xtat	(crystal)	oscillator
TDOA	 Time	difference	of	arrival
TDOP	 Time	dilution	of	precision
TEC	 Total	electron	content
TECU	 Total	electron	content	units
TCN	 Terrestrial	Communication	Network
TLM	 Telemetry	word
TLT	 Test	Loop	Translator
TMBOC	 Time-multiplexed	BOC
TOA	 Time	of	arrival
TOW	 Time	of	week
TTA	 Time	to	alarm
TTFF	 Time	to	first	fix
UDRE	 User	differential	range	error
UERE	 User-equivalent	range	error
URE	 User	range	error
USAF	 United	States	Air	Force
USN	 United	States	Navy
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UTC	 Universal	Time,	Coordinated	(or	Coordinated	Universal	
Time)

UTM	 Universal	Transverse	Mercator
VAL	 Vertical	alert	limit
VCG	 Vibratory	Coriolis	gyroscope
VDOP	 Vertical	dilution	of	precision
VHF	 Very	high	frequency	(30–300	MHz)
VOR	 VHF	omnirange	(radionavigation	aid)
VRW	 Velocity	random	walk
WAAS	 Wide-Area	Augmentation	System	(United	States)
WADGPS	 Wide-area	differential	GPS
WGS	 World	Geodetic	System
WMP	 WAAS	Message	Processor
WMS	 Wide-area	master	station
WN	 Week	number
WNT	 WAAS	network	time
WRE	 Wide-area	reference	equipment
WRS	 Wide-area	reference	station
ZLG	 Zero-Lock	Gyroscope	(“Zero	Lock	Gyro”	and	“ZLG”	are	

trademarks	of	Northrop	Grumman	Corp.)
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INTRODUCTION

1

Global Navigation Satellite Systems, Inertial Navigation, and Integration, Third Edition. 
Mohinder S. Grewal, Angus P. Andrews, and Chris G. Bartone.
© 2013 John Wiley & Sons, Inc. Published 2013 by John Wiley & Sons, Inc.

A book on navigation? Fine reading for a child of six! 1

1.1  NAVIGATION

During the European Age of Discovery, in the fifteenth to seventeenth centu-
ries, the word navigation was synthesized from the Latin noun navis (ship) and 
the Latin verb stem agare (to do, drive, or lead) to designate the operation of 
a ship on a voyage from A to B—or the art thereof.

In this context, the word art is used in the sense of a skill, craft, method, or 
practice. The Greek word for it is τεχνυ, with which the Greek suffix -λογια 
(the study thereof) gives us the word technology.

1.1.1  Navigation-Related Technologies

In current engineering usage, the art of getting from A to B is commonly 
divided into three interrelated technologies:

1Truant Officer Agatha Morgan, played by Sara Haden in the 1936 film Captain January, starring 
Shirley Temple and produced by Daryl F. Zanuck for 20th Century Fox Studios.
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• Navigation refers to the art of determining the current location of an 
object—usually a vehicle of some sort, which could be in space, in the air, 
on land, on or under the surface of a body of water, or underground. It 
could also be a comet, a projectile, a drill bit, or anything else we would 
like to locate and track. In modern usage, A and B may refer to the 
object’s current and intended dynamic state, which can also include its 
velocity, attitude, or attitude rate relative to other objects. The practical 
implementation of navigation generally requires observations, measure-
ments, or sensors to measure relevant variables, and methods of estimat-
ing the state of the object from the measured values.

• Guidance refers to the art of determining a suitable trajectory for getting 
the object to a desired state, which may include position, velocity, attitude, 
or attitude rate. What would be considered a “suitable” trajectory may 
involve such factors as cost, consumables and/or time required, risks 
involved, or constraints imposed by existing transportation corridors and 
geopolitical boundaries.

• Control refers to the art of determining what actions (e.g., applied forces 
or torques) may be required for getting the object to follow the desired 
trajectory.

These distinctions can become blurred—especially in applications when they 
share hardware and software. This has happened in missile guidance [2], where 
the focus is on getting to B, which may be implemented without requiring the 
intermediate locations. The distinctions are clearer in what is called “Global 
Positioning System (GPS) navigation” for highway vehicles, where

• Navigation is implemented by the GPS receiver, which gives the user an 
estimate of the current location (A) of the vehicle.

• Guidance is implemented as route planning, which finds a route (trajec-
tory) from A to the intended destination B, using the connecting road 
system and applying user-specified measures of route suitability (e.g., 
travel distance or total time).

• Control is implemented as a sequence of requested driver actions to 
follow the planned route.

1.1.2  Navigation Modes

From time immemorial, we have had to solve the problem of getting from A 
to B, and many solution methods have evolved. Solutions are commonly 
grouped into five basic navigation modes, listed here in their approximate 
chronological order of discovery:

• Pilotage essentially relies on recognizing your surroundings to know 
where you are (A) and how you are oriented relative to where you want 
to be (B). It is older than human kind.
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• Celestial navigation uses relevant angles between local vertical and celes-
tial objects (e.g., the sun, planets, moons, stars) with known directions  
to estimate orientation, and possibly location on the surface of the earth. 
Some birds have been using celestial navigation in some form for  
millions of years. Because the earth and these celestial objects are moving 
with respect to one another, accurate celestial navigation requires some 
method for estimating time. By the early eighteenth century, it was rec-
ognized that estimating longitude with comparable accuracy to that of 
latitude (around half a degree at that time) would require clocks accurate 
to a few minutes over long sea voyages. The requisite clock technology 
was not developed until the middle of the eighteenth century, by John 
Harrison (1693–1776). The development of atomic clocks in the twentieth 
century would also play a major role in the development of satellite-
based navigation.

• Dead  reckoning relies on knowing where you started from, plus some 
form of heading information and some estimate of speed and elapsed time 
to determine the distance traveled. Heading may be determined from 
celestial observations or by using a magnetic compass. Dead reckoning is 
generally implemented by plotting lines connecting successive locations 
on a chart, a practice at least as old as the works of Claudius Ptolemy 
(∼85–168 AD).

• Radio navigation relies on radio-frequency sources with known locations, 
suitable receiver technologies, signal structure at the transmitter, and 
signal availability at the receiver. radio navigation technology using land-
fixed transmitters has been evolving for nearly a century. radio naviga-
tion technologies using satellites began soon after the first artificial 
satellite was launched by the former Soviet union in 1957, but the first 
global positioning system (GPS) was not declared operational until 1993. 
Early radio navigation systems relied on electronics technologies, and 
global navigational satellite system (GnSS) also relies on computer tech-
nology and highly accurate clocks. Due to the extremely high speed of 
electromagnetic propagation and the relative speeds of satellites in orbit, 
GnSS navigation also requires very precise and accurate timing. It could 
be considered to be a celestial navigation system using artificial satellites 
as the celestial objects, with observations using radio navigation aids and 
high-accuracy clocks.

• Inertial navigation is much like an automated form of dead reckoning. It 
relies on knowing your initial position, velocity, and attitude, and there-
after measuring and integrating your accelerations and attitude rates to 
maintain an estimate of velocity, position, and attitude. Because it is  
self-contained and does not rely on external sources, it has the potential 
for secure and stealthy navigation in military applications. However, the 
sensor accuracy requirements for these applications can be extremely 
demanding [26]. Adequate sensor technologies were not developed until 
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the middle of the twentieth century, and early systems tended to be rather 
expensive.

These modes of navigation can be used in combination, as well. The subject 
of this book is a combination of the last two modes of navigation: GnSS as a 
form of radio navigation, combined with inertial navigation. The key integra-
tion technology is Kalman filtering, which also played a major role in the 
development of both navigation modes.

The pace of technological innovation in navigation has been accelerating 
for decades. Over the last few decades, navigation accuracies improved dra-
matically and user costs have fallen by orders of magnitude. As a consequence, 
the number of marketable applications has been growing phenomenally. From 
the standpoint of navigation technology, we are living in interesting times.

1.2  GNSS OVERVIEW

There are currently four GnSSs operating or being developed. This section 
gives an overview; a more detailed discussion is given in Chapter 4.

1.2.1  GPS

The GPS is part of a satellite-based navigation system developed by the u.S. 
Department of Defense under its nAvSTAr satellite program [9, 11, 12, 
14–18, 28–31].

1.2.1.1  GPS Orbits  The fully operational GPS includes 31 or more active 
satellites approximately uniformly dispersed around six circular orbits with 
four or more satellites each. The orbits are inclined at an angle of 55° relative 
to the equator and are separated from each other by multiples of 60° right 
ascension. The orbits are nongeostationary and approximately circular, with 
radii of 26,560 km and orbital periods of one-half sidereal day (≈11.967 h). 
Theoretically, three or more GPS satellites will always be visible from most 
points on the earth’s surface, and four or more GPS satellites can be used to 
determine an observer’s position anywhere on the earth’s surface 24 h/day.

1.2.1.2  GPS Signals  Each GPS satellite carries a cesium and/or rubidium 
atomic clock to provide timing information for the signals transmitted by  
the satellites. Internal clock correction is provided for each satellite clock. 
Each GPS satellite transmits two spread spectrum, L-band carrier signals on  
two of the legacy L-band frequencies—an L1 signal with carrier frequency 
f1 = 1575.42 MHz and an L2 signal with carrier frequency f2 = 1227.6 MHz. 
These two frequencies are integral multiples f1 = 1540f0 and f2 = 1200f0 of a 
base frequency f0 = 1.023 MHz. The L1 signal from each satellite uses binary 
phase-shift keying (BPSK), modulated by two pseudorandom noise (Prn) 
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codes in phase quadrature, designated as the C/A-code and P-code. The L2 
signal from each satellite is BPSK modulated by only the P(Y)-code. A brief 
description of the nature of these Prn codes follows, with greater detail given 
in Chapter 4.

Compensating for Ionosphere Propagation Delays This is one motivation for 
use of two different carrier signals, L1 and L2. Because delay through the 
ionosphere varies approximately as the inverse square of signal frequency f 
(delay ∝ f −2), the measurable differential delay between the two carrier fre-
quencies can be used to compensate for the delay in each carrier (see ref. 27 
for details).

Code-Division Multiplexing Knowledge of the Prn codes allows users inde-
pendent access to multiple GPS satellite signals on the same carrier frequency. 
The signal transmitted by a particular GPS signal can be selected by generating 
and matching, or correlating, the Prn code for that particular satellite. All 
Prn codes are known and are generated or stored in GPS satellite signal 
receivers. A first Prn code for each GPS satellite, sometimes referred to as a 
precision code or P-code, is a relatively long, fine-grained code having an 
associated clock or chip rate of 10f0 = 10.23 MHz. A second Prn code for each 
GPS satellite, sometimes referred to as a clear or coarse acquisition code or 
C/A-code, is intended to facilitate rapid satellite signal acquisition and hando-
ver to the P-code. It is a relatively short, coarser-grained code having an associ-
ated clock or chip rate f0 = 1.023 MHz. The C/A-code for any GPS satellite has 
a length of 1023 chips or time increments before it repeats. The full P-code has 
a length of 259 days, during which each satellite transmits a unique portion of 
the full P-code. The portion of P-code used for a given GPS satellite has a 
length of precisely 1 week (7.000 days) before this code portion repeats. 
Accepted methods for generating the C/A-code and P-code were established 
by the satellite developer (Satellite Systems Division of rockwell Interna-
tional Corporation) in 1991 [10, 19].

Navigation Signal The GPS satellite bit stream includes navigational infor-
mation on the ephemeris of the transmitting GPS satellite and an almanac  
for all GPS satellites, with parameters providing approximate corrections for 
ionospheric signal propagation delays suitable for single-frequency receivers 
and for an offset time between satellite clock time and true GPS time. The 
navigational information is transmitted at a rate of 50 baud. Further discussion 
of the GPS and techniques for obtaining position information from satellite 
signals can be found in Chapter 4 of ref. 24.

1.2.1.3  Selective Availability (SA)  SA is a combination of methods avail-
able to the u.S. Department of Defense to deliberately derate the accuracy of 
GPS for “nonauthorized” (i.e., non-u.S. military) users during periods of per-
ceived threat. Measures may include pseudorandom time dithering and trun-
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cation of the transmitted ephemerides. The initial satellite configuration used 
SA with pseudorandom dithering of the onboard time reference only [19], but 
this was discontinued on May 1, 2000.

Precise Positioning Service (PPS) Formal, proprietary service PPS is the full-
accuracy, single-receiver GPS positioning service provided to the united 
States and its allied military organizations and other selected agencies. This 
service includes access to the encrypted P-code and the removal of any SA 
effects.

Standard Positioning Service (SPS) without SA SPS provides GPS single-
receiver (stand-alone) positioning service to any user on a continuous, world-
wide basis. SPS is intended to provide access only to the C/A-code and the L1 
carrier.

1.2.1.4  Modernization  of  GPS  GPS IIF, GPS IIr-M, and GPS III are 
being designed under various contracts (raytheon, Lockheed Martin). These 
will have a new L2 civil signal and new L5 signal modulated by a new code 
structure. These frequencies will improve the ambiguity resolution, ionospheric 
calculation, and C/A-code positioning accuracy.

1.2.2  Global Orbiting Navigation Satellite System (GLONASS)

A second system for global positioning is the GLOnASS, placed in orbit by 
the former Soviet union, and now maintained by the russian republic  
[21, 22].

1.2.2.1  GLONASS Orbits  GLOnASS has 24 satellites, distributed approx-
imately uniformly in three orbital planes (as opposed to six for GPS) of eight 
satellites each (four for GPS). Each orbital plane has a nominal inclination of 
64.8° relative to the equator, and the three orbital planes are separated from 
each other by multiples of 120° right ascension. GLOnASS orbits have smaller 
radii than GPS orbits, about 25,510 km, and a satellite period of revolution  
of approximately 8/17 of a sidereal day. 

1.2.2.2  GLONASS Signals  The GLOnASS system uses frequency-division 
multiplexing of independent satellite signals. Its two carrier signals corre-
sponding to L1 and L2 have frequencies f1 = (1.602 + 9k/16) GHz and f2 = 
(1.246 + 7k/16) GHz, where k = −7, −6, . . . 5, 6 is the satellite number. These 
frequencies lie in two bands at 1.598–1.605 GHz (L1) and 1.242–1.248 GHz 
(L2). The L1 code is modulated by a C/A-code (chip rate = 0.511 MHz) and 
by a P-code (chip rate = 5.11 MHz). The L2 code is presently modulated only 
by the P-code. The GLOnASS satellites also transmit navigational data  
at a rate of 50 baud. Because the satellite frequencies are distinguishable from 
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each other, the P-code and the C/A-code are the same for each satellite. The 
methods for receiving and analyzing GLOnASS signals are similar to the 
methods used for GPS signals. Further details can be found in the patent by 
Janky [19]. GLOnASS does not use any form of SA.

1.2.2.3  Next Generation GLONASS  The satellite for the next generation 
of GLOnASS-K was launched on February 26, 2011 and continues to undergo 
flight tests. This satellite is transmitting a test CDMA signal at a frequency  
of 1202 MHz.

1.2.3  Galileo

The Galileo system is the third satellite-based navigation system currently 
under development. Its frequency structure and signal design is being devel-
oped by the European Commission’s (EC’s) Galileo Signal Task Force (STF), 
which was established by the EC in March 2001. The STF consists of experts 
nominated by the European union (Eu) member states, official representa-
tives of the national frequency authorities, and experts from the European 
Space Agency (ESA).

1.2.3.1  Galileo Navigation Services  The Eu intends the Galileo system 
to provide the following four navigation services plus one search and rescue 
(SAr) service.

Open Service (OS) The OS provides signals for positioning and timing, 
free of direct user charge, and is accessible to any user equipped with a 
suitable receiver, with no authorization required. In this respect, it is similar 
to the current GPS L1 C/A-code signal. However, the OS is expected to be 
of higher quality, consisting of six different navigation signals on three carrier 
frequencies. OS performance is expected to be at least equal to that of the 
modernized Block IIr-M GPS satellites, which began launching in 2005, and 
the future GPS III system architecture currently being developed. OS appli-
cations will include the use of a combination of Galileo and GPS signals, 
thereby improving performance in severe environments such as urban 
canyons and heavy vegetation.

Safety of Life Service (SOL) The SOL service is intended to increase public 
safety by providing certified positioning performance, including the use of 
certified navigation receivers. Typical users of SOL will be airlines and trans-
oceanic maritime companies. The European (also Geostationary) navigation 
Overlay System (EGnOS) regional European enhancement of the GPS 
system will be optimally integrated with the Galileo SOL service to have 
independent and complementary integrity information (with no common 
mode of failure) on the GPS and GLOnASS constellations. To benefit from 
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the required level of protection, SOL operates in the L1 and E5 frequency 
bands reserved for the Aeronautical radionavigation Services.

Commercial Service (CS) The CS service is intended for applications requir-
ing performance higher than that offered by the OS. users of this service pay 
a fee for the added value. CS is implemented by adding two additional signals 
to the OS signal suite. The additional signals are protected by commercial 
encryption and access protection keys are used in the receiver to decrypt the 
signals. Typical value-added services include service guarantees, precise timing, 
ionospheric delay models, local differential correction signals for very high-
accuracy positioning applications, and other specialized requirements. These 
services will be developed by service providers, which will buy the right to use 
the two commercial signals from the Galileo operator.

Public Regulated Service (PRS) The PrS is an access-controlled service for 
government-authorized applications. It is expected to be used by groups such 
as police, coast guards, and customs. The signals will be encrypted, and access 
by region or user group will follow the security policy rules applicable in 
Europe. The PrS will be operational at all times and in all circumstances, 
including periods of crisis. A major feature of PrS is the robustness of its 
signal, which protects it against jamming and spoofing.

SAR The SAr service is Europe’s contribution to the international coopera-
tive effort on humanitarian SAr. It will feature near real-time reception of 
distress messages from anywhere on Earth, precise location of alerts (within 
a few meters), multiple satellite detection to overcome terrain blockage, and 
augmentation by the four low earth orbit (LEO) satellites and the three geo-
stationary satellites in the current Cosmitscheskaja Sistema Poiska Awarinitsch-
Search and rescue Satellite (COSPAS-SArSAT) system.

1.2.3.2  Galileo Signal Characteristics  Galileo will provide 10 right-hand 
circularly polarized navigation signals in three frequency bands. The various 
signals fall into four categories: F/nav, I/nav, C/nav, and G/nav. The F/nav 
and I/nav signals are used by the OS, CS, and SOL services. The I/nav signals 
contain integrity information, while the F/nav signals do not. The C/nav 
signals are used by the CS, and the G/nav signals are used by the PrS.

E5a–E5b Band This band, which spans the frequency range from 1164 to 
1214 MHz, contains two signals, denoted E5a and E5b, which are respectively 
centered at 1176.45 and 1207.140 MHz. Each signal has an in-phase component 
and a quadrature component. Both components use spreading codes with a 
chipping rate of 10.23 Mcps (million chips per second). However, the in-phase 
components are modulated by navigation data, while the quadrature compo-
nents, called pilot signals, are data-free. The data-free pilot signals permit 
arbitrarily long coherent processing, thereby greatly improving detection and 
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tracking sensitivity. A major feature of the E5a and E5b signals is that they can 
be treated as either separate signals or a single wide-band signal. Low-cost 
receivers can use either signal, but the E5a signal might be preferred, since 
it is centered at the same frequency as the modernized GPS L5 signal and 
would enable the simultaneous reception of E5a and L5 signals by a relatively 
simple receiver without the need for reception on two separate frequencies. 
receivers with sufficient bandwidth to receive the combined E5a and E5b 
signals would have the advantage of greater ranging accuracy and better mul-
tipath performance.

Even though the E5a and E5b signals can be received separately, they actually 
are two spectral components produced by a single modulation called alternate 
binary offset carrier (altBOC) modulation. This form of modulation retains the 
simplicity of standard BOC modulation (used in the modernized GPS M- 
code military signals) and has a constant envelope while permitting receivers 
to differentiate the two spectral lobes. The current modulation choice is 
altBOC(15,10), but this may be subject to change.

The in-phase component of the E5a signal is modulated with 50 sps (symbols 
per second) navigation data without integrity information, and the in-phase 
component of the E5b signal is modulated with 250 sps data with integrity 
information. Both the E5a and E5b signals are available to the OS, CS, and SOL 
services.

E6 Band This band spans the frequency range from 1260 to 1300 MHz and 
contains a C/nav signal and a G/nav signal, each centered at 1278.75 MHz. 
The C/nav signal is used by the CS service and has both an in-phase and a 
quadrature pilot component using a BPSK spreading code modulation of  
5 × 1.023 Mcps. The in-phase component contains 1000-sps data modulation, 
and the pilot component is data-free. The G/nav signal is used by the PrS 
service and has only an in-phase component modulated by a BOC(10,5) 
spreading code and data modulation with a symbol rate that is to be 
determined.

L1–E1 Band The L1–E1 band (sometimes denoted as L1 for convenience) 
spans the frequency range from 1559 to 1591 MHz and contains a G/nav signal 
used by the PrS service and an I/nav signal used by the OS, CS, and SOL 
services. The G/nav signal has only an in-phase component with a BOC 
spreading code and data modulation; the characteristics of both are still being 
decided. The I/nav signal has an in-phase and quadrature component. The 
in-phase component will contain 250-sps data modulation and will use a 
BOC(1,1) spreading code, but this has not been finalized. The quadrature 
component is data-free.

1.2.3.3  Updates  The first Galileo In-Orbit validation Element (GIOvE) 
satellites, designated as GIOvE-A, GIOvE-B, were launched in 1995 and 
2008, respectively. The next two were launched in October 2011 and began 
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broadcasting in December 2011. All Galileo signals were activated on Decem-
ber 17, 2011 simultaneously for the first time across the European GnSS 
system’s three spectral bands known as E1 (1559–1592 MHz), E5 (1164–
1215 MHz), and E6 (1260–1300 MHz).

1.2.4  Compass (BeiDou-2)

The BeiDou navigation Satellite System is being developed by the People’s 
republic of China (PrC), starting with regional services, and later expanding 
to global services. Phase I was established in 2000. Phase II is to provide for 
areas in China and its surrounding areas by 2012. Phase III will provide global 
service by 2020.

1.2.4.1  Compass Satellites  BeiDou will consist of 27 medium earth orbit 
(MEO) satellites, including 5 geostationary earth orbit (GEO) satellites and 
3 inclined GEO satellites. The GEO satellites will be positioned at 58.75°E, 
80°E, 110.5°E, 140°E, and 160°E.

1.2.4.2  Frequency  The nominal carrier frequency of 1561.098 MHz with B1 
signal is currently a quadrature phase-shift key in (QPSK) modulation. 
Compass now has 13 (as of 8/6/2012) BeiDou-2 satellites operating in its con-
stellation [1]. Details of this section are given in Chapter 4.

1.3  INERTIAL NAVIGATION OVERVIEW

The purpose of this section is to explain how and why inertial navigation came 
about, how it works in general, and what it is used for—mostly from a histori-
cal standpoint. Although the development of inertial systems technology has 
involved perhaps hundreds of thousands of people, much of their work was so 
highly classified that little of their history is known today. Historical discussion 
here is very limited, mostly about those technologies still used today, and with 
limited references to the multitude of people it took to make it happen. More 
detail can be found in the historical accounts by Draper [5], Gibson [8], Mack-
enzie [26], Mueller [28], Wagner [34], and Wrigley [35]. For an account of the 
contemporary computer hardware and software developments through that 
period, see McMurran [27].

Chapter 3 has the essential technical details about hardware and software 
implementations, and Chapter 11 is about analytical methods for statistical 
characterization of navigation performance.

1.3.1  Theoretical Foundations

It has been called “newtonian navigation” [33] because its theoretical founda-
tions have been known since the time of newton:
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Given the position x(t0) and velocity v(t0) of a vehicle at time t0, and its 
acceleration a(s) for times s > t0, then its velocity, v(t), and position, x(t), for 
all time t > t0 can be defined as

 v t v t a s ds
t

t

( ) = ( ) + ( )∫0

0

 x t x t v s ds
t

t

( ) = ( ) + ( )∫0

0

.

It follows that, given the initial position x(t0) and velocity v(t0) of a vehicle, its 
subsequent position depends only on its subsequent accelerations. If these 
accelerations could be measured and integrated, this would provide a naviga-
tion solution.

However, the technology of newton’s time was inadequate for practical 
implementation. What was missing included the following:

1. Sensors for measuring acceleration with accuracy sufficient for the 
intended mission. Two types of sensors would be required:
(a) acceleration sensors for measuring each of the three components of 

acceleration
(b) rotation sensor for keeping track of the directions of the acceleration 

components being measured from inside a moving vehicle.
2. Compatible methods for integrating the sensor outputs to obtain posi-

tion and for putting the results into compatible formats for the applica-
tion. This would include
(a) integrating the outputs of rotation sensors to determine the orienta-

tion of the acceleration sensors
(b) integrating the measured accelerations to obtain velocities and inte-

grating the velocities to obtain position.
3. Hardware and software for implementing these methods and for putting 

the results into useable forms.
4. Applications that could justify the investments in technology required 

for developing the solutions to the capabilities listed above. It could not 
be justified for transportation at the pace of a sailing ship or a horse, and 
it would not happen until we had long-range missiles.

These issues are addressed in the remainder of this section.

1.3.2  Inertial Sensor Technology

The following accounts provide a rather small sample of the technologies 
developed for inertial navigation, covering mostly those that have remained 
in use today.
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1.3.2.1  Sensor Requirements  Inertial navigation performance is primarily 
limited by inertial sensor performance because the sensor accuracies required 
for achieving even modest navigational performance can be difficult to attain. 
Figure 1.1 is a contour plot of the evolution over time of inertial navigation 
position error δpos resulting from accelerometer (acceleration sensor) error δacc, 
using newton’s model:

 δ δpos acc= 1
2

2t ,

where t is the time since navigation began. The plotted results would indicate, 
for example, that achieving 1 km of navigation accuracy after a week at sea 
would require acceleration sensor accuracies better than 10−9 g (≈9.8 × 10−9 m/s/s), 
and even something as modest as 1 km after an hour would require sensor 
accuracies in the order of 10−5 g. Achieving such accuracies aboard a moving 
vehicle was not going to be easy.

It turns out that, for terrestrial inertial navigation, a similar plot can be 
made in which accelerometer error (in units of 1 g) is replaced by attitude 
sensor error (in radians). An inertial navigation accuracy of 1 km after 1 h 
would then require attitude sensor accuracies in the order of 10−5 rad, or about 
2 arc seconds. This is because an attitude error of 10−5 rad results in a miscal-
culation of gravitational acceleration2 by about 10−5 g.

Fig. 1.1  Inertial navigation error as a function of sensor error and time.
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2It also turns out that, in the terrestrial environment, the shape of the gravitational field amelio-
rates the buildup of position errors with time. That subject is discussed in Chapter 11.
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1.3.2.2  Motivation  Inertial navigation is a product of the Cold War 
between the Soviet Bloc and nATO Allies. The united States and the Soviet 
union had cooperated in defeating nazi Germany in World War II. At war’s 
end, both sides rushed to capture what they could find in the way of German 
military technology and those who developed it, and they did not wish to share. 
It was a harbinger of the coming Cold War.

The united States had developed and used nuclear weapons toward the 
end of World War II, and the Soviet union was quick to develop its own 
nuclear capabilities. Both sides now felt they needed compatible long-range 
delivery systems, and both sides mounted well-funded programs to develop 
that capability. During that period, neither side could assume it had the option 
of doing only what it could afford to do. It was a time for doing whatever one 
cannot afford not to do. This was what motivated development of inertial 
navigation.

1.3.2.3  Inertial Sensors Prior to Newton  Inertial sensors are actually older 
than newton, although little was known about them at the time. Many species 
of flying insects have an extra pair of modified wings called halters, which 
function as rotation rate sensors during flight. Today, we would recognize the 
design as a vibrating Coriolis gyroscope.

Closer to home, you carry around in your head a pair of even more sophis-
ticated inertial sensor systems. In the bony mass behind each ear is a vestibular 
system. It has been evolving since the time your ancestors were fish [32]. Each 
of your vestibular systems consists of a set of three rotation sensors (semicir-
cular canals), with roughly orthogonal axes of rotational sensitivity. These are 
augmented by a set of acceleration sensors (saccule and utricle) indicating the 
direction and magnitude of accelerations due to forces applied to your head. 
Your vestibular systems play a major role in compensating your vision system 
during rotations of your head. They also help you maintain your balance and 
attitude awareness when you are without visual cues. Their performance is not 
what we would consider “inertial grade” (i.e., good enough for practical iner-
tial navigation), but they have the essential elements of an inertial navigation 
system (InS):

1. a complete set of three quasi-orthogonal sensors for changes in the atti-
tude of your head

2. sensors for three orthogonal components of acceleration of your head 
due to applied forces

3. a (neurological) processor for resolving these sensor outputs into appli-
cable representations of the displacements and attitude changes you 
have experienced.

Man-made systems for inertial navigation have the same essential parts except 
that they are not biological (yet).
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1.3.2.4  Early  Momentum  Wheel  Gyroscopes  (MWGs)  The word gyro-
scope was coined by Jean Bernard Léon Foucault (1819–1868) in the mid-
nineteenth century. The name was composed from Greek stem-words meaning 
essentially “rotation sensor,” and that is what it still means. In 1852, Foucault 
used a design like that illustrated in Fig. 1.2 to measure the rotation of the 
earth [7]. It is called an MWG because it uses the conservation of angular 
momentum of the spinning wheel to maintain an inertially fixed (i.e., nonrotat-
ing, ideally) reference direction: the rotor spin axis. Foucault’s gimbaled gyro-
scope was similar to an earlier design by Bohnenberger [3], but with a spinning 
wheel in place of Bohnenberger’s spinning sphere.

Foucault’s gyroscope had to be spun up manually and was only useful for 
a matter of minutes before bearing drag slowed it down. Methods for sustain-
ing rotor spin (using compressed gas or electricity) would solve the run-down 
problem, and further improvements in bearing technology resulted in signifi-
cant advances in the ability of MWGs to maintain a true inertial direction. 
Since Foucault’s time, MWG bearings have included

1. thrust or sleeve bearings
2. pivot or jewel bearings
3. ball or roller bearings
4. gas bearings
5. magnetic bearings
6. electrostatic bearings.

Fig. 1.2  Essential features of the Bohnenberger–Foucault gyroscope.



InErTIAL nAvIGATIOn OvErvIEW 15

Many of these improvements occurred early in the nineteenth century, by 
which time MWGs would replace the magnetic compass, which was not that 
reliable aboard iron ships. Soon after aircraft were introduced, MWGs were 
also being developed for flight instrumentation.

1.3.2.5  German Inertial Technology: 1930s–1945  The Treaty of versailles 
restricted development of artillery in Germany. The response was to develop 
alternative weapons not covered by the Treaty [8]. The nazi government put 
great effort into alternative means for delivering explosive projectiles over 
long distances. From this would come a cruise missile (v-1) and a ballistic 
missile (v-2). These had greater ranges than artillery, but both required means 
for autonomous guidance and control during flight. Their developers experi-
mented with magnetic compasses, radio navigation, and inertial sensors.

World War II German technologies for inertial sensing and control were 
remarkably advanced for the time. Although the related technologies for 
onboard processing were severely limited, they were adequate for short-range 
missions of several minutes’ duration. Most guidance computations were done 
on the ground and simplified to a form that could be implemented onboard a 
rocket or cruise missile using the electromechanical technology of the day. 
Onboard inertial guidance implementation had to be done “open loop,” in the 
sense that control was used only to follow a preprogrammed trajectory without 
feedback related to trajectory errors. Control was achieved by using rotation 
sensors to detect deviations from the intended heading (yaw angle) and pitch 
angle, and feedback was applied to aerodynamic actuators (ailerons and 
elevons for cruise missiles, or equivalent vanes in rocket exhaust). radio navi-
gation was also used as an aid for maintaining the planned heading, and the 
cruise missile used a barometric altimeter to control altitude. The amount of 
fuel loaded into the v-1 cruise missile was used as a means for controlling its 
range. range control for the v-2 rocket used a rather sophisticated integrating 
acceleration sensor to keep track of accumulated velocity for initiating thrust 
termination.

Gyroscopes had been used before this time for the control of torpedoes3 
and rockets.4 German innovations in inertial technology would include

1. “Inertial platforms,” capable of maintaining a nonrotating orientation 
with respect to the celestial sphere. This would remain an essential com-
ponent of all InSs for decades. All spacecraft for the Apollo moon mis-
sions, for example, contained inertial platforms. Even today, the most 
accurate InSs use inertial platforms.

2. The first inertial grade integrating accelerometer, the output of which is 
proportional to accumulated acceleration (velocity change). This basic 

3In the 1890s, by British torpedo pioneer robert Whitehead.
4In 1932, by American rocket pioneer robert H. Goddard.
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design concept, with implementation refinements, has had different 
names at different times, but it is still being used today.

3. Electromechanical servomechanisms for feedback control, used in the 
implementations of the inertial platform, missile guidance, and fire-
control systems.

4. Models and methods for predicting inertial system performance based 
on sensor error characteristics. These models were essential for develop-
ing unmanned missiles, with no operator available to observe perfor-
mance and make corrections. These models enabled systems designers 
to predict relative performance of alternative designs before systems 
were flight-tested.

German scientists and engineers were successful in developing inertial guid-
ance and control for missiles, which was all that was needed at the time. Inertial 
navigation would come later.

The Inertial Platform An inertial platform is a hardware solution to the 
problem of keeping track of the directions of the acceleration components 
being measured from inside a moving vehicle. It solves the problem by keeping 
the acceleration sensors in a known, inertially fixed (i.e., nonrotating) orienta-
tion, a concept developed and patented by Johann M. Boykow (1878–1935), 
who had also worked on aircraft autopilots.

Figure 1.3 is an illustration of the basic design features of an inertial plat-
form, with a nested set of three gimbals used to allow the innermost member 
to have complete rotational freedom about three axes. Three gyros (repre-
sented by blocks with “G” on all faces) on the innermost member are used to 
sense rotations about their respective input axes (i.e., axes of rotational sen-
sitivity, represented by arrows), and any sensed rotation is nulled using feed-
back loops with torque motors in the gimbal bearings. Three accelerometers 
(represented by blocks with “A” on all faces) are used to measure accelerations 
along their input axes (also represented by arrows).

The inertial sensor design for the v-2 rocket was similar to the configuration 
shown in the figure, with the top open for easier access during assembly and 
testing. The sensors looked quite different, but the operational principles were 
the same.5

Integrating Accelerometers The first acceleration sensor that might be 
considered “inertial grade” was invented in Germany in the late 1930s by  
Fritz Mueller (1907–2001) [28] and was named (in English) the Mueller 
mechanical integrating accelerometer (MMIA). Improved models have been 
called pendulous integrating gyroscopic accelerometers (PIGAs), or specific 

5MWGs are capable of sensing rotation about two axes, which complicates the implementation 
just a bit.
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Fig. 1.3  Basic design features of a gimbaled inertial platform.

force integrating receivers (SFIrs, pronounced “siffers”), but the underlying 
principles have remained the same [13].

The basic features of the MMIA are illustrated in Fig. 1.4. As shown, it is 
similar in design to the Bohnenberger–Foucault gyroscope illustrated in Fig. 
1.2 except that the inner gimbal and rotor assembly has been deliberately 
unbalanced so that its center of mass is offset from its center of support (along 
the inner gimbal rotation axis) in the direction along the rotor spin axis. The 
implementation of the MMIA in hardware requires a beefier gimbal structure 
than that shown in the figure, and the better implementations use a fluid-filled 
cylinder as the outer gimbal bearing.

Figure 1.5 illustrates how the MMIA functions. Any force F, applied to the 
rotor and inner gimbal assembly (including the added mass), is applied through 
the inner gimbal bearings. Because the inner gimbal rotation axis is offset from 
the center of mass of the rotor assembly by some distance D, the reactive force 
ma creates a coupling torque T = maD, causing the angular momentum of the 
rotor assembly to precess about the outer gimbal axis. The angular rate of 
precession will be proportional to the applied acceleration a, and the total 
precession angle will be proportional to the integral of acceleration. The 
MMIA performs this integration rather accurately—more accurately than any 
of the other methods for implementing integration available in the 1940s. The 
MMIA used in German v-2 rockets had scale factor errors in the order of 



18 InTrODuCTIOn

0.1%, or a relative error of about 0.001. Today’s models have scale factor errors 
several orders of magnitude smaller.

The MMIA was used to control the range to impact of the v-2 by metering 
the accumulated acceleration due to thrust and signaling engine cutoff when 
a preset threshold was reached.

Fig. 1.5  Force–balance mechanics of the MMIA.
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After the war, Mueller came to the united States and continued develop-
ment of inertial guidance and control systems, including the one that helped 
put the first American satellite in orbit in 1958.

1.3.2.6  Charles  Stark  Draper  (1901–1987),  “The  Father  of  Inertial 
Navigation”  Although, as one of its early pioneers put it, the InS “was 
apparently evolved rather than invented,”6 Draper had a lot to do with reduc-
ing it to practice. Born before the Wright brothers made their first flight in 
1903, he developed an early interest in aviation, obtained a civil aviation 
license, and flew his own airplane. This experience made it obvious to him that 
better flight instrumentation was required. His early success in research and 
development of flight instrumentation led to his founding the Instrumentation 
Laboratory at MIT in the early 1930s.

During World War II, Draper and his associates at MIT developed anti-
aircraft fire-control systems used aboard navy ships and military aircraft. 
Much of this technology depended on gyroscopic instruments to measure 
angular rates, analog computation of firing solutions, and servomechanisms to 
control firing directions.

Beginning in 1946, Draper led a defense-funded research and development 
project at the Instrumentation Laboratory to develop an inertial navigator for 
manned missions.7 Its intended applications included long-range bombers, 
surface ships, and submarines.

In February of 1953, Draper’s team demonstrated an InS aboard a World 
War II-vintage Boeing B-29 bomber on a flight from Bedford, Massachusetts 
to Los Angeles, California—a distance of about 2250 nmi (∼4167 km). It was 
the first successful demonstration of acceptable inertial navigation perfor-
mance over a representative mission distance. Draper’s InS was called Space 
Inertial reference Equipment (SPIrE). It was the size of a small automobile 
and weighed around 2700 lb, but it worked.

The Instrumentation Laboratory at MIT would go on to develop successive 
generations of InSs, including those for the nASA Apollo Command Module 
and Lunar Excursion Module (LEM), the Air Force Atlas, Thor, Titan, and 
MX intercontinental ballistic missiles (ICBMs), and the navy Polaris, Posei-
don, and Trident submarine-launched ballistic missiles (SLBM). The Advanced 
Inertial reference Sphere (AIrS) designed at MIT for the MX missile  
is perhaps the most accurate system ever developed for ICBMs. It uses a 
floated sphere in place of gimbals, called a floated inertial measurement ball 
(FLIMBAL).

6G. r. Pitman, editor, Inertial Guidance, Wiley, 1962.
7At the time, russian-born theoretical physicist George Gamow was a member of one of the 
government science advisory boards and an early critic of Draper’s inertial navigation project—on 
the grounds that inertial navigation was theoretically unstable in vertical navigation. Gamow was 
correct, but Draper was able to prevail anyway. navigators aboard surface ships generally knew 
their altitudes; barometric altimeters would solve the vertical navigation problem for aircraft, and 
depth sensors would do the same for submarines.
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The MIT Instrumentation Laboratory was renamed the Charles Stark 
Draper Laboratory (CSDL) in 1970 and spun off as an independent, MIT-
owned, not-for-profit corporation in 1973. It would later play a major role in 
the development of micron-scale inertial sensors. The designs of all systems 
developed at MIT and CSDL were turned over to the u. S. Department of 
Defense, which then put production contracts out for bids by commercial 
manufacturers.

1.3.2.7  Aerospace Inertial Technology  All successful inertial instruments 
and systems designed at MIT were eventually manufactured by commercial 
aerospace companies, which helped develop the industry. In addition, however, 
many aerospace companies were discovering inertia navigation on their own.

Table 1.1 lists some of the major military-funded projects started in 1946 
for the purpose of developing practical ground-launched delivery systems for 
nuclear weapons. All were to be unmanned, requiring automated guidance and 
control. Most of these were cruise missiles, which were thought to have greater 
range potential because they could use air-breathing propulsion to eliminate 
the oxidizer weight needed for rockets. However, as the missile technologies 
matured, so did nuclear weaponry. By the late 1950s, nuclear payloads had 
shrunk and rocketry had improved to point that, of these, only the Atlas bal-
listic missile survived. However, inertial navigation technologies developed for 
many of the other projects had been so successful that they found applications 
on other projects.

Project MX-770, for example, was cancelled in 1957, after more than a 
decade of development. By then, its inertial guidance technology was so 
advanced it could be successfully applied to inertial navigation of navy ships, 
including submarines. A year after Project MX-770 had been terminated, a 
modified version of the InS developed for navaho was used for navigating 
the nuclear submarine USS Nautilus under the ice at the north Pole.

By the 1960s, many of the major aerospace and commercial companies were 
involved in developing inertial sensors and systems. These would come to 
include such names as Litton, Sperry, Teledyne, Honeywell, and Delco.8

TABLE 1.1.  U.S. Ground-Launched Missile Projects Begun in 1946

Project number Contractor Missile Type Missile name(s)

MX-770 north American Aviation Cruise navaho
MX-771 Glen L. Martin Co. Cruise Matador
MX-772 Curtiss-Wright Corp. Cruise a

MX-773 republic Aviation Cruise a

MX-774 Consolidated vultee Ballistic Hiroc, Atlas
MX-775 northrup Corp. Cruise Snark, Boojum

aCancelled 1947.

8Originally named AC Spark Plug, AC being the initials of its founder, Albert Champion 
(1828–1927).
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Innovations in inertial technology during this period included a number of 
new sensor designs based on new physical principles, some of which are listed 
in Table 1.2.

Improvements in MWGs The major sources of sensor error in MWGs include 
those due to rotor mass unbalance (the same precession mechanism exploited 
by the MMIA) and those due to bearing torques.

The mass-unbalance problem was solved by a combination of improved 
manufacturing tolerances and the ability to calibrate it and compensate for  
it during operation. It is an acceleration-sensitive effect, and it can be com-
pensated using the accelerations measured by the accelerometers. The most 
accurate inertial sensors developed during this period would all rely on a 
combination of high-precision manufacturing, sensor calibration, and run-time 
compensation.

The effects of bearing torques were reduced significantly by two new 
bearing technologies. One of these uses gas as a lubricant; another uses elec-
trostatic forces to support the rotor in a vacuum.

Early gas-bearing gyroscopes used compressed gas (much like an air hockey 
table). Joseph C. Boltinghouse (1909–2009) and John M. Slater (1908–1987) 
developed an alternative bearing design using precise spherical bearing sur-
faces in very close proximity, such that no gas pumping was required. The 
spinning of the rotor was sufficient to maintain gas lubrication of the bearing 
surfaces. This design was used in the InS for Minuteman missiles.

TABLE 1.2.  A Sampling of Inertial Sensor Types

What It  
Measures

Sensor
Type

Physical 
Phenomenon

Implementation 
Method

rotation 
(gyroscope)

Momentum 
wheel gyro

Angular 
momentum

Displacement
Torque rebalance

Coriolis gyro Coriolis effect rotation
vibration

Optical gyro Sagnac effect Fiber-optic  
gyroscope

Laser ring laser gyro
Acceleration 

(accelerometer)
Gyroscopic Precession due  

to mass 
unbalance

Displacement

Torque rebalance
Electromagnetic Induction Drag cup

Electromagnetic 
force

Force rebalance

Mass–spring Strain Piezoelectric
Piezoresistance

Electrostatic Electrostatic  
force 

Force rebalance
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A further reduction in bearing torques was achieved by using electrostatic 
pressure9 to suspend a spherical rotor in a spherical electrode cavity. The 
electrostatic gyroscope (ESG) was first developed by Arnold T. nordsieck 
(1911–1971), then a professor of physics at the university of Illinois, and was 
first applied to inertial navigation in the 1960s by the Honeywell Corporation. 
The nordsieck design uses a hollow beryllium ball about the size of a golf 
ball, which is somewhat difficult to manufacture to the close tolerances 
required on its inside and outside surfaces. Autonetics instrument designer 
Joseph C. Boltinghouse developed an alternative design, illustrated in Fig. 
1.6. It has a smaller (1-cm diameter) solid beryllium rotor, which is much 
easier to manufacture. The u.S. navy Electrostatically Suspended Gyro navi-
gator (ESGn), using the Boltinghouse ESG, would be the primary InS 
aboard Trident-class submarines for decades. Its performance is classified, but 
it is probably the most accurate InS ever built for submarine navigation.

The most accurate gyroscopes made to date have been ESGs. However, 
these were not used for inertial navigation, but for a theoretical physics experi-
ment named “Gravity Probe B.” This was a nASA-funded program started in 
1976 and continued until 2011. Its mission was to resolve two fine points of 
Einstein’s theory of gravitation, the most demanding of which was to measure 
an effect called “frame dragging,” predicted to cause an effective inertial coor-
dinate rotation rate of around 37 milliarcseconds/year (∼10−9 deg/h). A team at 
Stanford university led by Dr. Francis Everitt, designed the scientific payload, 

Fig. 1.6  The Boltinghouse micro-ESG.

9It is easier to create negative (attractive) pressure with electrostatics, so the rotor is suspended 
by overhead electrostatic attraction.
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a satellite containing four superconducting ESGs. These were able to measure 
the frame-dragging rate with a 95% confidence level of about ±2.3 × 10−10 deg/h 
[6].

Optical Gyroscopes The first optical gyroscopes were designed in the 1960s, 
not long after the first functioning helium neon laser was demonstrated.10 
These were ring laser gyroscopes (rLGs), which use a closed-loop lasing path 
with mirrors at the corners and laser beams propagating in both directions. 
The phase coherence of the two counter-rotating beams can be measured by 
optical interferometry of the two beams, deliberately allowed to leak through 
one of the corner mirrors. rotation of the device about an axis orthogonal to 
the plane of the laser path will (due to the finite velocity of light) cause one 
beam to advance in phase relative to the other. Early designs were plagued 
by a phenomenon called “lock-in,” in which the two counter-rotating beams 
would remain phase locked at low rotation rates. rLG designers at Honeywell 
discovered that lock-in was not instantaneous and were successful in avoiding 
lock-in by adding zero-mean pseudorandom dither in rotation of the optical 
element relative to its mounting base. In the 1980s, instrument designers at 
Litton Guidance & Control Systems (now the navigation Systems Division of 
northrop Grumman) solved the fundamental problem with a design using a 
combination of dual-frequency lasing and a nonplanar lasing path, as illus-
trated in Fig. 1.7. Appropriately enough, the design is called the Zero Lock 
Gyro™, or ZLG™ (both registered trademarks).

Fig. 1.7  Basic design features of a ring laser gyroscope (rLG).

10By A. Javan, W. Bennett, and D. Herriott at Bell Labs in 1960.
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rLGs function as rate-integrating gyroscopes in that the output phase-shift 
rate is proportional to the incremental rotation angle. As a consequence, each 
bit of output represents a fixed rotation angle.

The second fundamental type of optical gyroscope is the fiber-optic gyro-
scope (FOG). Its development was able to piggyback on commercial optical 
fiber developments in the 1970s. As illustrated in Fig. 1.8, the FOG uses a 
common source to transmit laser light both ways through a coil of very long 
optical fiber. Its function depends on the differential delay due to rotation  
of the coil and the finite speed of light, a physical phenomenon called the 
Sagnac effect. Optical interferometry of the laser light exiting the fiber at 
opposite ends will show a phase shift proportional to the rotation rate. As a 
consequence, the FOG is a rate gyroscope. Its output is proportional to rota-
tion rate.

All optical gyroscope designs require geometric stability to subwavelength 
levels, and the optical fibers in FOGs are particularly sensitive to stress.

Vibrating Coriolis Gyroscopes The Coriolis effect (derived in Appendix B) 
is one of the corrections required for modeling newtonian mechanics in a 
rotating coordinate frame. It is modeled in the form of an apparent accelera-
tion (Coriolis acceleration) experienced by a moving mass whose coordinates 
are represented in a rotating coordinate system, and has the form

 a vCoriolis rotating= − ⊗2ω ,

where aCoriolis is the apparent acceleration, ω is the rotation rate (a vector with 
three components representing the coordinate rotation rates about the three 

Fig. 1.8  Essential elements of the fiber-optic gyroscope.
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rotating coordinate axes), ⊗ represents the vector cross product, and vrotating is 
the velocity of the mass represented in rotating coordinates. The Coriolis effect 
couples velocity—even vibrational velocity—into acceleration, and the result-
ing accelerations are orthogonal to the velocities.

The tuning fork gyroscope in Fig. 1.9 illustrates how this effect works to 
make a rotation rate sensor. The tuning fork is well designed such that the 
in-and-out motion of its tines is balanced, and no stress is transmitted to the 
handle. However, when the tuning fork is rotated about its handle, the result-
ing Coriolis effect couples the balanced in-plane vibration mode into an unbal-
anced, twisting out-of-plane vibration mode, which produces vibrational 
torque on the handle. This output vibration can be sensed by using strain 
sensors between the handle and its holder, but a better solution is to attach 
another tuning fork handle to handle and end to end such that the twisting 
vibration mode of the attached tuning fork has the same resonant frequency 
as that of the in-plane vibration mode of the sensing tuning fork. Perhaps the 
best models use quartz as the tuning fork material. Quartz is piezoelectric, 
which means that the vibrational mode of the sensing fork can be controlled 
electronically. It is also stiff and light, which ups the resonant frequencies (a 
good thing), and practically lossless, which gives the resonator a high Q-factor 
(another good thing).

Balancing the vibration modes of a Coriolis gyroscope is very important, 
because any vibration transmitted through its support translates into energy 
loss (a bad thing) and potential signal coupling with other vibration sensors. 
Better balance overall can be achieved by using the three-dimensional rota-
tional equivalent of a tuning fork: the wine  glass. The vibrational modes of 
wine glasses have been known for some time. In 1890, George H. Bryan 
(1864–1928) discovered that, when a vibrating wine glass is rotated about its 

Fig. 1.9  vibration modes of the tuning fork gyroscope.
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stem, the vibrational nodes on its rim rotate at a rate different from that of 
the input rotation. Bryan called it the “wave inertia effect.” It is now called 
the Bryan  effect. Early gyroscopes based on the Bryan effect were called 
“wine glass gyros” (not a particularly prestigious name). They are now  
called “hemispherical resonator gyroscopes” (HrGs). The Cassini spacecraft 
sent to Saturn in 1997 uses hemispherical resonator gyroscopes for controlling 
its orientation.

Microelectromechanical systems (MEMS) are tiny electromechanical 
devices fabricated using wafer-scale processes based on semiconductor manu-
facturing technology. MEMS technologies were first developed in the 1970s, 
and an early application was for the acceleration sensors used in detecting 
automobile collisions for initiating air-bag deployment. vibration frequencies 
of structures tend to increase significantly as the structural dimensions decrease, 
which meant that MEMS devices could be made to vibrate at frequencies up 
to ∼105 Hz. vibrational velocity scales up with frequency, which meant that the 
Coriolis effect was strong in MEMS devices.

In the early 1990s the CSDL developed a MEMS gyroscope resembling a 
slice through a tuning fork, as illustrated in Fig. 1.10. It has a pair of thin rect-
angular masses like cross sections of the tines, and they are driven to vibrate 
180° out of phase, just like the tines of the tuning fork. The difference is that 
the input rotation axis is in the plane of the structure, and the output vibration 
mode is normal to the plane of the substrate, so that one mass moves upward 
while the other moves downward. This mode is detected by sensing capacitive 
changes between the vibrating masses and the underlying surface. In-plane 
vibration is controlled using opposing pairs of “comb drives,” electrostatic 
force transducers developed at the university of California at Berkeley. The 
supporting electronics fit into a single application-specific integrated circuit 
(ASIC) chip. The Draper tuning fork gyro was licensed and further developed 

Fig. 1.10  Essential features of the CSDL MEMS gyro.
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by Honeywell, which also produces vibrating Coriolis gyroscopes using the 
plate thickness vibrating mode at ∼105 Hz.

Another gyroscope design resembles a slice through a HrG, just as the 
Draper gyro resembles a slice through a tuning fork. The Coriolis effect causes 
the nodes of the vibrating modes of the resulting ring structure to precess 
when the device is rotated about the axis normal to the plane of the ring.

Proof Mass Accelerometers A proof mass accelerometer measures the force 
F required to keep an otherwise isolated “proof mass” m from moving relative 
to its enclosure. If its enclosure is being accelerated at a rate a due to forces 
applied to it, then, knowing the force F it is applying to its proof mass m, a 
can be calculated as

 a
F
m

= ,

the force per unit mass, also called specific force.
Proof mass accelerometers were developed as alternatives to the MMIA 

integrating gyroscopic accelerometer mentioned above. The gyroscope in the 
MMIA makes it sensitive to rotation, which is why it had to be mounted on 
an inertially stabilized base. It is also rather expensive.

The electromagnetic accelerometer (EMA) is a popular proof mass force–
rebalance accelerometer using what is essentially a permanent-magnet speaker 
drive, as illustrated in Fig. 1.11. The cylindrical speaker coil is mounted on what 

Fig. 1.11  Essential design elements of electromagnetic accelerometer.
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is called a “paddle” attached to a compliant hinge, and the current through 
the coil is servoed to prevent the paddle from moving relative to its enclosure. 
The measured current is then proportional to the specific force being applied 
to the proof mass.

MEMS proof mass accelerometers are mostly mass–spring accelerometers, 
measuring the stress in the structure supporting a proof mass as a measure of 
the applied acceleration. Many use piezoresistive or piezoelectric films for 
measuring surface strain. Capacitance variation can also be used to measure 
displacement, although capacitors also create electrostatic forces corrupting 
the force measurement.

INS Signal Processing Hardware There was really no computer industry 
until the early 1950s and no flightworthy computers for inertial navigation 
until the 1960s. Inertial system implementations in the 1950s used a variety  
of interim technologies, including digital differential analyzers (DDAs) and 
magnetic drum memories. DDAs are integrated circuits specifically designed 
for integration. Enormous effort had to be put into making do with the proces-
sor technology of the time. One hybrid missile computer of that era used  
128 DDAs together with a small general-purpose computer with only 3 kB of 
active memory [29].

Silicon transistors and integrated circuits began to revolutionize computer 
technology in the 1960s. The Apollo moon missions (1969–1972) used onboard 
computers with magnetic core memories. Magnetic core memory would domi-
nate the market until semiconductor memories appeared in the 1970s. By that 
time, the cost of magnetic core memory had gotten down to pennies per bit. 
Memory prices would fall by several orders of magnitude over the next few 
decades. The introduction of the microprocessor in 1971 marked the beginning 
of a major downslide in the cost of computing.

Strapdown Systems Strapdown11 systems use software to replace gimbals by 
processing the gyro outputs to maintain the coordinate transformation between 
accelerometer-fixed coordinates and inertial coordinates. The accelerometer 
outputs can then be transformed to inertial coordinates and processed just  
as they had been with a gimbaled system—without requiring an inertial 
platform.

Faster, cheaper computers enabled the development of strapdown inertial 
technology. Some vehicles (e.g., torpedoes) had been using strapdown gyro-
scopes for steering control since the late nineteenth century, but now they 
could be integrated with accelerometers to make a strapdown InS. This elimi-
nated the expense of gimbals, but it also required considerable progress  
in attitude estimation algorithms [4]. Computers also enabled “modern”  

11The terminology refers to the idea that the inertial sensors can be “strapped down” to the vehicle 
frame, although some form of vibration isolation is generally required.
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estimation and control, based on state space models. This would have a pro-
found effect on sensor integration capabilities for InS.

A gimbaled InS was carried on each of nine Apollo command modules 
from the earth to the moon and back between December 1968 and December 
1972, but a strapdown InS was carried on each of the six12 Lunar Excursion 
Modules (LEMs) that shuttled two astronauts from lunar orbit to the lunar 
surface and back.

By the mid-1970s, strapdown systems were able to demonstrate naviga-
tional accuracies in the order of 1 nmi/h (CEP13 rate). This was considered 
adequate for commercial aircraft at that time.

The Race for Accuracy Figure 1.12 is a plot of strategic missile capabilities 
developed during the Cold War, in terms of inertial guidance accuracies 
achieved over that period. Expected miss distances are given in meters, CEP. 
The different plots are labeled according to whether they are for u.S. or uSSr 
missiles, and whether they are for surfaced-launched ICBMs or SLBMs. These 
data are from Tables A.1 and A.2 of ref. 26, which should be consulted for 

Fig. 1.12  Cold War missile accuracy improvements.
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12Two additional LEMs were carried to the moon but did not land there. The Apollo 13 LEM did 
not make its intended lunar landing but played a far more vital role in crew survival.
13CEP is an acronym for “circle of equal probability.” It is the radius of the 50% confidence circle.
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additional clarifying information. According to Mackenzie [26], contributions 
of the inertial systems to these miss distances are actually rather minor.

1.3.2.8  Developments  Since  the  Cold War  The Cold War ended around 
the time GPS was becoming operational. By that time, InS technology had 
matured considerably. not only had achievable accuracies improved by orders 
of magnitude but so had cost, weight, and power requirements. As a conse-
quence, markets had expanded beyond strategic military applications to 
include tactical and commercial applications.

The availability of GnSS allowed for integrated GnSS/InS navigation 
systems accurate enough for automated grading, plowing, and mining. It has 
also lowered costs to the point that GnSS/InS systems can be embedded in 
consumer products.

1.4  GNSS/INS INTEGRATION OVERVIEW

1.4.1  The Role of Kalman Filtering

It has been called “navigation’s integration workhorse” [23] for the essential 
role it has played in navigation and especially for integrating different naviga-
tion modes. Ever since its introduction in 1960 [20], the Kalman filter has 
played a major role in the design and implementation of most new navigation 
systems as a statistically optimal method for estimating position using noisy 
measurements. Because the filter also produces an estimate of its own accu-
racy, it has also become an essential part of a methodology for the optimal 
design of navigation systems. The Kalman filter has been essential for the 
design and implementation of every GnSS. It is unlikely that the first GnSS 
(GPS) could have been built without it.

using the Kalman filter, navigation systems designers have been able to 
exploit a powerful synergism between GnSSs and InSs, which is possible 
because they have very complementary error characteristics:

• Short-term position errors from the InS are relatively small, but they 
degrade significantly over time.

• GnSS position accuracies, on the other hand, are not as good over the 
short term, but they do not degrade with time.

The Kalman filter takes advantage of these characteristics to provide a 
common, integrated navigation implementation with performance superior to 
that of either subsystem (GnSS or InS). By using statistical information about 
the errors in both systems, it is able to combine a system with tens of meters 
position uncertainty (GnSS) with another system whose position uncertainty 
degrades at kilometers per hour (InS) and achieve bounded position uncer-
tainties in the order of centimeters (with differential GnSS) to meters.
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1.4.2  Implementation

The Kalman filter solves for the solution with the least mean-squared error 
by using data weighting proportional to statistical information content (the 
inverse of uncertainty) in the measured data. It combines GnSS and InS 
information to

1. track drifting parameters of the sensors in the InS, so that InS perfor-
mance does not degrade with time when GnSS is available

2. improve overall performance even when there are insufficient satellite 
signals for obtaining a complete GnSS solution

3. allow the InS to navigate with improved initial error whenever GnSS 
signals become unavailable

4. improve GnSS signal reacquisition when GnSS signals become avail-
able again by providing better navigation solutions (based on InS data)

5. use acceleration and attitude rate information from the InS for reducing 
the signal phase-tracking filter lags in the GnSS receiver, which can 
significantly improve GnSS reliability during periods of high maneuver-
ing, jamming, or reduced signal availability.

The more intimate levels of GnSS/InS integration necessarily penetrate 
deeply into each of the subsystems in that it makes use of partial results that 
are not ordinarily accessible to users. To take full advantage of the offered 
integration potential, we must delve into technical details of the designs of 
both types of systems.

1.4.3  Applications

1.4.3.1  Military Applications  The rationale for developing the navistar 
GPS system was based, in part, on economic considerations—in terms of how 
many inertial systems it could replace. However, the ability to integrate GPS 
with InS also enabled military applications that were not possible before. It 
would lead to a new generation of high-precision military weaponry, improv-
ing military effectiveness while reducing collateral damage. Most missiles were 
already using inertial sensors for guidance and control, so the transition to 
integrated GnSS/InS navigation was natural.

Most military applications of inertial navigation were already using other 
navigation aids for limiting the growth of inertial navigation errors with time. 
The u.S. navy had begun using satellites for aiding shipboard inertial naviga-
tion decades before GnSS became available, and most military InSs were 
being adapted to use GPS before it was operational. It has resulted in superior 
navigation performance at low marginal cost.

1.4.3.2  Civilian and Commercial Applications  The availability of GnSS 
also allowed for integrated GnSS/InS navigation systems accurate enough  



32 InTrODuCTIOn

for automated grading, plowing, and surface mining. The resulting relaxation 
of inertial sensor stability requirements and advances in fabrication technolo-
gies have also combined to lower costs to the point where low-performance 
GnSS/InS systems can be embedded in high-end consumer products. This 
market is likely to grow even more as costs fall due to increasing production 
volumes.

Details of Section 1.4 are given in Chapters 10 through 12.

PROBLEMS

1.1 How many satellites and orbit planes exist for GPS, GLOnASS, and 
Galileo? What are the respective orbit plane inclinations?

1.2 List the differences in signal characteristics between GPS, GLOnASS, and 
Galileo.

1.3 What are the reference points for GnSS and InS navigators? That is, when 
one of these produces a position estimate, what part of the respective 
system is that the position of?
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2.1 NAVIGATION SYSTEMS CONSIDERED

This book is about global navigation satellite systems (GNSS) and inertial 
navigation systems (INS) and their integration. An INS can be used anywhere 
on the globe, but it must be updated to remain accurate by independent  
navigation sources such as GNSS or celestial navigation. Thousands of self-
contained INS units are in continuous use on military vehicles, and an increas-
ing number are being used in civilian applications.

2.1.1 Systems Other than GNSS

GNSS signals may be replaced by long-range navigation (LORAN) signals 
produced by three or more LORAN signal sources positioned at fixed, known 
locations for location determination (LD). A LORAN system relies on a plu-
rality of ground-based signal towers, preferably spaced several hundreds of  
kilometers apart, that transmits distinguishable electromagnetic signals that 
are received and processed by a LORAN signal antenna and a receiver/
processor that are analogous to the satellite positioning system signal antenna 
and receiver/processor. A representative LORAN-C system is discussed in the 
U.S. Department of Transportation LORAN-C User’s Handbook [1]. LORAN-
C signals use carrier frequencies of the order of 100 kHz and have maximum 
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reception distances of hundreds of kilometers. The combined use of cellular 
signals for LD inside a building or similar structure can also provide a satisfac-
tory LD system in most urban and suburban communities.

There are other ground-based radiowave signal systems suitable for use as 
part of an LD system. These include Tacan, U.S. Air Force Joint Tactical Infor-
mation Distribution System Relative Navigation (JTIDS Relnav), and U.S. 
Army Position Location and Reporting System (PLRS) (see summaries in Ref. 
2, pp. 6–7 and 35–60).

2.1.2 Comparison Criteria

The following criteria may be used in selecting navigation systems appropriate 
for a given application system:

1. navigation method(s) used
2. system reliability/integrity
3. navigational accuracy
4. region(s) of coverage/availability
5. required transmission frequencies and bands of operation
6. navigation fix update rate
7. user set cost
8. status of system development and readiness.

2.2 SATELLITE NAVIGATION

The Global Positioning System (GPS) is widely used in navigation. Its aug-
mentation with other space-based satellites is the future of near-earth 
navigation.

2.2.1 Satellite Orbits

GPS satellites occupy six orbital planes inclined 55° from the equatorial plane, 
as illustrated in Figs. 2.1 and 2.2. Each of the six orbit planes in Fig. 2.2 contains 
four or more satellites.

2.2.2 Navigation Solution (Two-Dimensional Example)

To start the 3D capability of GNSS, consider the determination of an antenna 
location in 2D using range measurements [3].

2.2.2.1  Symmetric Solution Using Two Transmitters on Land  In this case, 
the receiver and two transmitters are located in the same plane, as shown in 
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Fig. 2.1 Parameters defining satellite orbit geometry.

Fig. 2.2 Six GPS orbit planes inclined 55° from the equatorial plane.
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Fig. 2.3, with known transmitter positions x1, y1, and x2, y2. Ranges R1 and R2 
of two transmitters from the user position are calculated as

 R c T1 1= ∆ ,  (2.1)

 R c T2 2= ∆ ,  (2.2)

where

c = speed of light (0.299792458 m/ns),
ΔT1 = time taken for the radiowave to travel from transmitter 1 to the user,
ΔT2 = time taken for the radiowave to travel from transmitter 2 to the user,
X, Y = user position.

The range to each transmitter can be written as

 R X x Y y1 1
2

1
2 1 2

= −( ) + −( ) 
/

,  (2.3)

 R X x Y y2 2
2

2
2 1 2

= −( ) + −( ) 
/

.  (2.4)

Expanding R1 and R2 in Taylor series expansion with small perturbation in X 
by Δx and Y by Δy yields

 ∆ ∆ ∆R
R
X

x
R
Y

y u1
1 1

1= ∂
∂

+ ∂
∂

+ ,  (2.5)

Fig. 2.3 Two transmitters with known 2D positions.
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 ∆ ∆ ∆R
R
X

x
R
Y

y u2
2 2

2= ∂
∂

+ ∂
∂

+ ,  (2.6)

where u1 and u2 are higher-order terms. The derivatives of Eqs. 2.3 and 2.4 with 
respect to X, Y are substituted into Eqs. 2.5 and 2.6, respectively.

Thus, for the symmetric case, we obtain

 ∆ ∆ ∆R
X x

X x Y y
x

Y y

X x Y y
1

1

1
2

1
2

1
2

1

1
2

1
2

1
2

= −

−( ) + −( ) 

+ −

−( ) + −( ) 

yy u+ 1,  (2.7)

 = + +sin cos ,θ θ∆ ∆x y u1  (2.8)

 and ∆ ∆ ∆R x y u2 2= − + +sin cos .θ θ  (2.9)

To obtain the least-squares estimate of (X, Y), we need to minimize the 
quantity

 J u u= +1
2

2
2,  (2.10)

which is

 J R x y R x
u

= − −










+ + −∆ ∆ ∆ ∆ ∆ ∆1

2

2

1

sin cos sin cosθ θ θ θ� ����� ����� yy
u2

2

� ����� �����










.  (2.11)

The solution for the minimum can be found by setting ∂ ∂ = = ∂ ∂J x J y/ /∆ ∆0 , 
then solving for Δx and Δy:

 0 = ∂
∂

J
x∆

 (2.12)

 = − −( ) −( ) + + −( )( )2 21 2∆ ∆ ∆ ∆ ∆ ∆R x y R x ysin cos sin sin cos sinθ θ θ θ θ θ
 (2.13)

 = − +∆ ∆ ∆R R x2 1 2sin ,θ  (2.14)

with solution

 ∆ ∆ ∆
x

R R= −1 2

2sin
.

θ
 (2.15)

The solution for Δy may be found in similar fashion as

 ∆ ∆ ∆
y

R R= +1 2

2cos
.

θ
 (2.16)
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2.2.2.2  Navigation Solution Procedure  Transmitter positions x1,y1,x2,y2 are 
given. Signal travel times ΔT1 ΔT2 are given. Estimated user positions ˆ ˆX Yu u 
are assumed. Set position coordinates X, Y equal to their initial estimates:

 X X Y Yu u= =ˆ , ˆ .

Compute the range errors:

 
∆R X x Y yu u1 1

2

1

2 1 2

= −( ) + −( )



 −ˆ ˆ

/

Estimated ranges� ������ �������
�
C T∆ 1

Measured pseudoranges

,
 

(2.17)

 ∆ ∆R X x Y y C Tu u2 2

2

2

2 1 2

2= −( ) + −( )



 −ˆ ˆ .

/
� ������ ������

 
(2.18)

Compute the theta angle (see Fig. 2.3):

 θ = −
−

−tan 1 1

1

ˆ

ˆ
X x

Y y
u

u

 (2.19)

 = −

−( ) + −( )
−sin 1 1

1

2

1

2

ˆ

ˆ ˆ
.

X x

X x Y y

u

u u

 (2.20)

Compute user position corrections:

 ∆ ∆ ∆x R R= −( )1
2

1 2
sin

,
θ

 (2.21)

 ∆ ∆ ∆y R R= +( )1
2

1 2
cos

.
θ

 (2.22)

Compute a new estimate of position:

 ˆ ˆ , ˆ ˆ .X X x Y Y yu u u u= + = +∆ ∆  (2.23)

Continue to compute θ, ΔR1 and ΔR2 from these equations with new values of 
X̂u  and Ŷu.

Iterate Eqs. 2.17–2.23 and stop when Δx and Δy become less than the 
desired accuracy.



SATELLITE NAvIGATION 41

2.2.3 Satellite Selection and Dilution of Precision (DOP)

Just as in a land-based system, better accuracy is obtained by using reference 
points well separated in space. For example, the range measurements made to 
four reference points clustered together will yield nearly equal values. Position 
calculations involve range differences, and where the ranges are nearly equal, 
small relative errors are greatly magnified in the difference. This effect, brought 
about as a result of satellite geometry, is known as DOP. This means that range 
errors that occur from other causes such as clock errors are also magnified by 
the geometric effect.

The observation equations in three dimensions for each satellite with  
known coordinates (xi, yi, zi) and unknown user coordinates (X, Y, Z) are 
given by

 Z x X y Y z Z Ci i
i i iρ ρ= = −( ) + −( ) + −( ) +r b

2 2 2 ,  (2.24)

where ρr
i  is the pseudorange to the ith satellite and Cb is the receiver clock.

These are nonlinear equations that can be linearized using Taylor series 
(see, e.g., Chapter 5 of Ref. 4). The satellite positions have been converted to 
east–north–up (ENU) from earth-centered, earth-fixed (ECEF) coordinates 
(see Appendix B).

Let the vector of ranges be Zρ = h(x), a nonlinear function h(x) of the 
four-dimensional vector x representing user position and receiver clock bias 
and expand the left-hand side of this equation in a Taylor series about some 
nominal solution xnom for the unknown vector

 x X Y Z C T= [ ], , , b  (2.25)

of variables

X = east component of the user’s antenna location,
Y = north component of the user’s antenna location,
Z = upward vertical component of the user’s antenna location, and

Cb = receiver clock bias,

for which

 
Z

Z

ρ

ρ

δ

δ δ

= ( ) = ( ) + ∂ ( )
∂

+

= − = ( ) −
=

h x h x
h x

x
x

x x x h x h x

nom

nom

nom
HOT,

,
x x

nnom( ),
 (2.26)

where HOT stands for “higher-order terms.”
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These equations become

 
δ δ

δ δ δ
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,,
 (2.27)

where H[1] is the first-order term in the Taylor series expansion:

 δ ρ ρρZ X Y Z X Y Zr r= ( ) − ( ), , , ,nom nom nom  (2.28)
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(2.29)

for vρ = noise in receiver measurements. This vector equation can be written 
in scalar form where i is the satellite number as
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for i = 1, 2, 3, 4 (i.e., four satellites).
We can combine Eqs. 2.29 and 2.30 into the matrix equation with measure-

ments as
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which we can write in symbolic form as

 δ δρZ H vk

4 1
1

4 4 4 1 4 1× × × ×

= +
� �� �

[ ] x  (2.31)

(see Table 5.3 in Ref. 4).
To calculate H[1], one needs satellite positions and the nominal value of the 

user’s position in ENU coordinate frames.
To calculate the geometric dilution of precision (GDOP) (approximately), 

we obtain

 δ δρZ H
4 1

1

4 1 4 1× × ×

=
� ��

[ ] .x  (2.32)

Known are δZρ and H[1] from the pseudorange, satellite position, and nominal 
value of the user’s position. The correction δx is the unknown vector.

If we premultiply both sides of Eq. 2.32 by H[1]T the result will be

 H Z H HT T[ ] [ ] [ ] .1 1

4 4

1

4 4

4 4

δ δρ =
× ×

×

��
� �� �� x  (2.33)

Then, we premultiply Eq. 2.33 by (H[1]T H[1])−1:

 δ δ ρx = ( )[ ] [ ] − [ ]H H H ZT T1 1 1 1 .  (2.34)

If δx and δZρ are assumed random with zero mean, the error covariance 
(E = expected value)

 E E H H H Z H H H ZT T T T Tδ δ δ δρ ρx x( )( ) = ( ) ( ) 
[ ] [ ] − [ ] [ ] [ ] − [ ]1 1 1 1 1 1 1 1

TT
 (2.35)

 = ( ) ( )[ ] [ ] − [ ] [ ] [ ] [ ] −
H H H E Z Z H H HT T T T1 1 1 1 1 1 1 1δ δρ ρ� ���� ����

.  (2.36)

The pseudorange measurement covariance is assumed uncorrelated satellite 
to satellite with variance σ2:

 E Z ZTδ δ σρ ρ = 2I.  (2.37)

Substituting Eq. 2.37 into Eq. 2.36 gives

 E H H H H H HT T T Tδ δ σx x
I

( )  = ( ) ( )( )[ ] [ ] − [ ] [ ] [ ] [ ] −2 1 1 1 1 1 1 1 1

� ������ �����  (2.38)

 = ( )[ ] [ ] −σ 2 1 1 1
H HT ,  (2.39)
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for

 δx
4 1×

=



















�
∆
∆
∆

E

N

U

Cb

,

and

 

∆
∆
∆

E

N

U

=
=
=

east error

north error

up error

locally

level

coordinate

fframe



















,

and the covariance matrix becomes
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We are principally interested in the diagonal elements of

 H H
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that represent the dilution of precision (DOP) of range measurement error to 
the user solution error (see Fig. 2.4):
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Hence, all DOPs represent the sensitivities of user solution error to pseudo-
range errors. Figure 2.4 illustrates the relationship between the various DOP 
terms.
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2.2.4 Example Calculation of DOPS

2.2.4.1  Four Satellites  For simplicity, consider four satellite measurements. 
The best accuracy is found with three satellites equally spaced on the horizon, 
at minimum elevation angle, with the fourth satellite directly overhead, as 
listed in Table 2.1.

Fig. 2.4 DOP hierarchy.

TABLE 2.1. Example with Four Satellites

Satellite Location

1 2 3 4

Elevation (deg) 5 5 5 90
Azimuth (deg) 0 120 240 0

The diagonal of the unscaled covariance matrix (H[1]T H[1])−1 then has the 
terms
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Typical example values of H[1] for this geometry are

 H 1

0 000 0 996 0 087 1 000

0 863 0 498 0 087 1 000

0 863 0 498
[ ] =

−
− −

. . . .

. . . .

. . 00 087 1 000
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. .

. . . .
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The GDOP calculations for this example are

 H HT1 1 1
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0 00
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,
−
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 GDOP = + + + =0 672 0 672 1 6 409 1 83. . . . .

 PDOP = 1 72.

 HDOP = 1 16.

 VDOP = 1 26.

 TDOP = 0 64. .

2.3 TIME AND GPS

2.3.1 Coordinated Universal Time (UTC) Generation

UTC is the timescale based on the atomic second but is occasionally cor-
rected by the insertion of leap seconds so as to keep it approximately syn-
chronized with the earth’s rotation. The leap second adjustments keep UTC 
within 0.9 s of UT1, which is a timescale based on the earth’s axial spin. UT1 
is a measure of the true angular orientation of the earth in space. Because 
the earth does not spin at exactly a constant rate, UT1 is not a uniform tim-
escale [5].

2.3.2 GPS System Time

The timescale to which GPS signals are referenced is referred to as GPS time. 
GPS time is derived from a composite or “paper” clock that consists of all 
operational monitor station and satellite atomic clocks. Over the long run, it 
is steered to keep it within about 90 nanoseconds (1σ) of UTC, as maintained 
by the master clock at the U.S. Naval Observatory, ignoring the UTC leap 
seconds. At the integer second level, GPS time equaled UTC in 1980. However, 
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due to the leap seconds that have been inserted into UTC, GPS time was ahead 
of UTC by 16 s after June 2012.

2.3.3 Receiver Computation of UTC

The parameters needed to calculate UTC from GPS time are found in sub-
frame 4 of the navigation data message. These data include a notice to the user 
regarding the scheduled future or recent past (relative to the navigation 
message upload) value of the delta time due to leap seconds ΔtLFS, together 
with the week number WNLFS and the day number DN, at the end of which 
the leap second becomes effective. The latter two quantities are known as the 
effectivity time of the leap second. “Day one” is defined as the first day relative 
to the end/start of a week and the WNLFS value consists of the eight least sig-
nificant bits (LSBs) of the full week number.

Three different UTC/GPS time relationships exist, depending on the rela-
tionship of the effectivity time to the user’s current GPS time:

1. First Case. Whenever the effectivity time indicated by the WNLFS and 
WN values is not in the past relative to the user’s present GPS time, and 
the user’s present time does not fall in the time span starting at DN +3/4 
and ending at DN +5/4, the UTC time is calculated as

 t t tEUTC UTC modulo s= − ( )∆ 86 400, ,

where tUTC is in seconds; 86,400 is the number of seconds per day; and

 ∆ ∆t T A A t tE t tUTC LS WN WN s= + + − + −( )[ ]0 1 0 604 800, ,

where 604,800 is the number of seconds per week, and

tE = user GPS time from start of week (s),
ΔTLS = delta time due to leap seconds,
A0 = a constant polynomial term from the ephemeris message,
A1 = a first-order polynomial term from the ephemeris message,
t0t = reference time for UTC date,
WN = current week number derived from subframe 1,
WNt = UTC reference week number.

The user GPS time tE is in seconds relative to the end/start of the week, 
and the reference time t0t for UTC data is referenced to the start of that 
week, whose number WNt is given in word 8 of page 18 in subframe 4. 
The WNt value consists of the eight LSBs of the full week number. Thus, 
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the user must account for the truncated nature of this parameter as well 
as truncation of WN, WNt, and WNLFS due to the rollover of the full week 
number. These parameters are managed by the GPS control segment so 
that the absolute value of the difference between the untruncated WN 
and WNt values does not exceed 127.

2. Second Case. Whenever the user’s current GPS time falls within the time 
span from DN +3/4 to DN +5/4, proper accommodation of the leap 
second event with a possible week number transition is provided by the 
following expression for UTC:

 t W t tUTC LSF LSmodulo s= +( )[ ]86 400, ,∆ ∆

where

 W t tE= − −( )( ) +∆ UTC modulo s43 200 86 400 43 200, , , ,

and the definition of ΔtUTC given previously applies throughout the tran-
sition period.

3. Third Case. Whenever the effectivity time of the leap second event, 
as indicated by the WNLFSand DN values, is in the past relative to the 
user’s current GPS time, the expression given for tUTC in the first case 
above is valid except that the value of ΔtLFS is used instead of ΔtLS. 
The GPS control segment coordinates the update of UTC parameters at 
a future upload in order to maintain a proper continuity of the tUTC 
timescale.

2.4 EXAMPLE: USER POSITION CALCULATIONS  
WITH NO ERRORS

2.4.1 User Position Calculations

This section demonstrates how to go about calculating the user position,  
given ranges (pseudoranges) to satellites, the known positions of the satellites, 
and ignoring the effects of clock errors, receiver errors, propagation errors, 
and so on.

Then, the pseudoranges will be used to calculate the user’s antenna location.

2.4.1.1  Position  Calculations  Neglecting clock errors, let us first deter-
mine the position calculation with no errors:

ρr = pseudorange (known),
x, y, z = satellite position coordinates (known), in ECEF,
X, Y, Z = user position coordinates (unknown),
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where x, y, z, X, Y, Z are in the ECEF coordinate system. (It can be converted 
to ENU).

Position calculation with no errors is

 ρr = −( ) + −( ) + −( )x X y Y z Z2 2 2 .  (2.42)

Squaring both sides yields

 ρr
2 2 2 2= −( ) + −( ) + −( )x X y Y z Z  (2.43)

 = + + + + + − − −
+

X Y Z x y z Xx Yy Zz
r Crr

2 2 2 2 2 2

2

2 2 2� ��� ��� ,  (2.44)

 ρr
2 2 2 2 2 2 2 2− + +( ) − = − − −x y z r C Xx Yy Zzrr ,  (2.45)

where r equals the radius of earth and Crr is the clock bias correction. The four 
unknowns are (X, Y, Z, Crr). Satellite position (x, y, z) is calculated from 
ephemeris data. For four satellites, Eq. 2.45 becomes
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with unknown 4 × 1 state vector
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We can rewrite the four equations in matrix form as
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 (2.47)
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where

Y = vector (known),
M = matrix (known),
Xρ = vector (unknown).

Then, we premultiply both sides of Eq. 2.47 by M−1:

 

M Y M M
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Crr

− −=
=

=



















1 1 X

X
ρ

ρ

.

If the rank of M, the number of linear independent columns of the matrix 
M, is less than 4, then M will not be invertible. 

2.4.2 User Velocity Calculations

The governing equation in this case is

 �
� � � � � �

ρ
ρr

r

=
−( ) −( ) + −( ) −( ) + −( ) −( )x X x X y Y y Y z Z z Z

,  (2.48)

where

�ρr range rate known= ( ),
ρr range known= ( ),
x y z, , ,( ) = ( )satellite positions known
� � �x y z, , ( ),( ) = satelite rates known

X Y Z, , ( ),= user position known from position calculations
� � �X Y Z, , ( ),( ) = user velocity unknown

and from Eq. 2.48,

 − + −( ) + −( ) + −( )[ ] = − + − + −� � � � � � �ρ
ρ ρ ρ ρr

r r r r

1
x x X y y Y z z Z

x X
X

y Y
Y

z Z
Z





.

 (2.49)
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For three satellites, Eq. 2.49 becomes
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 (2.50)

Equation 2.50 becomes, where

D = known vector,
N = known matrix,
Uv = unknown user velocity vector,

 D N U
3 1 3 3 3 1× × ×

=
� ��

V ,  (2.51)

 U N DV

3 1
1

×
−=

�
.  (2.52)

However, if the rank of N is <3, N will not be invertible.

PROBLEMS

Refer to Appendix B for coordinate system definitions and to Appendix B 
Section 3.10 for satellite orbit equations.

2.1 Which of the following coordinate systems is not rotating?

(a) North–east–down (NED)

(b) ENU

(c) ECEF

(d) Earth-centered inertial (ECI)

(e) Moon-centered, moon fixed
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2.2 For the following GPS satellites, find the satellite position in ECEF coor-
dinates at t = 3 s. (Hint: See Appendix B.) Ω0 and θ0 are given below at 
time t0 = 0:

Ω0 (deg) θ0 (deg)

(a) 326 68
(b) 26 34

2.3 Using the results of the previous problem, find the satellite positions in 
the local reference frame. Reference should be to the COMSAT facility 
in Santa Paula, California, located at 32.4° latitude, −119.2° longitude. Use 
coordinate shift matrix S = 0. (Refer to Appendix B, Section B.3.10.)

2.4 Given the following GPS satellite coordinates and pseudoranges:

Ω0 (deg) θ0 (deg) ρ(m)

Satellite 1 326 68 2.324 × 107

Satellite 2 26 340 2.0755 × 107

Satellite 3 146 198 2.1103 × 107

Satellite 4 86 271 2.3491 × 107

(a) Find the user’s antenna position in ECEF coordinates.

(b) Find the user’s antenna position in locally level coordinates refer-
enced to 0° latitude, 0° longitude. Coordinate shift matrix S = 0.

(c) Find the various DOPs.

2.5 Given two satellites in north and east coordinates

 
x y

x y

1 6 1464 10 1 2 0172 10

2 6 2579 10 2

6 7

6

( ) = × ( ) = ×
( ) = ×

. , . ,

. ,

in meters

(( ) = − ×7 4412 106. ,in meters

with pseudoranges

 c t∆ 1 1 2 324 107( ) = ( ) = ×ρr in meters. ,

 c t∆ 2 2 2 0755 107( ) = ( ) = ×ρr in meters. ,

and starting with an initial guess of xest, yest, find the user’s antenna 
position.

2.6 Rank vDOP, HDOP, and PDOP from smallest (best) to largest (worst) 
under normal conditions:

(a) vDOP≤HDOP≤PDOP

(b) vDOP≤PDOP≤HDOP

(c) HDOP≤vDOP≤PDOP
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(d) HDOP≤PDOP≤vDOP

(e) PDOP≤HDOP≤vDOP

(f) PDOP≤vDOP≤HDOP.

2.7 UTC time and the GPS time are offset by an integer number of seconds 
(e.g., 16 s as of June 2012) as well as a fraction of a second. The fractional 
part is approximately

(a) 0.1–0.5 s

(b) 1–2 ms

(c) 100–200 ns

(d) 10–20 ns

2.8 Show that C C IENU
ECEF

ECEF
ENU× = , the 3 × 3 identity matrix. (Hint: C C

T
ENU
ECEF

ECEF
ENU= [ ] .

C C
T

ENU
ECEF

ECEF
ENU= [ ] .)

2.9 A satellite position at time t = 0 is specified by its orbital parameters as 
Ω0 = 92.847°, θ0 = 135.226°, α = 55°, R = 26,560,000 m.

(a) Find the satellite position at = 1 s, in ECEF coordinates.

(b) Convert the satellite position from (a) with user at
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2 430601

4 702442

3 546587
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1106 m

from WGS84 (ECEF) to ENU coordinates with origin at

 θ = = °local reference longitude 32 4.

 φ = = − °local reference latitude 119 2. .
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An inertial system does for geometry . . . what a watch does for time.1

—Charles Stark Draper

In Draper’s analogy quoted above, watches keep track of time by being set to 
the correct time then incrementing that time according to the inputs from a 
“time sensor” (a frequency source) to update that initial value.

Inertial systems do something similar, only with different variables—and 
they increment doubly. They need to be set to the correct position and velocity. 
Thereafter, they use measured accelerations to increment that initial velocity 
and use the resulting velocities to increment position.

3.1 CHAPTER FOCUS

The overview of inertial navigation in Section 1.3 included some of the history 
of the technology and examples of the more popular sensor designs.

The focus here is on how these sensors are integrated into a navigation 
system, including the following:

1Quoted by author Tom Pickens in “Doc Gyro and His Wonderful ‘Where Am I?’ Machine,” 
American Way Magazine, 1972.
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1. terminology for the phenomenology and apparatus of inertial navigation
2. mathematical models for calibrating and compensating sensor errors to 

improve accuracy
3. methods for determining the different calibration parameters used
4. models and methods used for calculating unsensed gravitational 

accelerations
5. methods for determining initial conditions of attitude, velocity, and 

position
6. methods for integrating sensed attitude rates and accelerations
7. computer requirements for implementing these methods.

How this all affects navigation performance is covered in Chapter 11.

3.2 BASIC TERMINOLOGY

The following is a breakdown of some terminolgy used throughout the book. 
An expanded standardized terminology for inertial sensors may be found in 
ref. 4, and that for inertial systems in ref. 6.

Inertia is the propensity of bodies to maintain constant translational and 
rotational velocity, unless disturbed by forces or torques, respectively (new-
ton’s first law or motion).

Inertial reference frames are coordinate frames in which newton’s laws of 
motion are valid. They cannot be rotating or accelerating. They are not neces-
sarily the same as the navigation coordinates, which are typically dictated by 
the navigation problem at hand. our problem is that we live in a rotating and 
accelerating environment here on Earth, and that defines the coordinate 
system we are already familiar with. “locally level” coordinates used for navi-
gation near the surface of the earth are rotating (with the earth) and accelerat-
ing (to counter gravity). Such rotations and accelerations must be taken into 
account in the practical implementation of inertial navigation.

Inertial sensors measure inertial accelerations and rotations, both of which 
are vector-valued variables.

Accelerometers are sensors for measuring inertial acceleration, also called 
specific force to distinguish it from what we call “gravitational accelera-
tion.” The point is, accelerometers do not measure gravitational accelera-
tion. What accelerometers measure is modeled by newton’s second law 
as a = F/m, where F is the physically applied force (not including gravity) 
and m is the mass it is applied to. The force per unit mass, F/m, is called 
specific force, and accelerometers are sometimes called specific force 
receivers.

Gyroscopes (usually shortened to “gyros”) are sensors for measuring 
rotation.
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Rate gyros measure rotation rates.
Displacement gyros (also called whole-angle gyros) measure accumu-

lated rotation angles. Inertial navigation depends on gyros for main-
taining knowledge of how the accelerometers are oriented in inertial 
and navigational coordinates.

Input axes of an inertial sensor define which vector components of accelera-
tion or rotation rate it measures. These are illustrated by the arrows in 
Fig. 3.1, with rotation arrows wrapped around the input axes of gyro-
scopes to indicate the direction of rotation. Multiaxis sensors measure 
more than one component.

Calibration is a process for characterizing sensor behavior by observing 
input/output pairs, usually for the purpose of compensating sensor 
outputs to determine the sensor inputs.

Inertial sensor assemblies (ISAs) are ensembles of inertial sensors rigidly 
mounted to a common base to maintain the same relative orientations, as 
illustrated in Fig. 3.1. ISAs used in inertial navigation usually contain three 
accelerometers and three gyroscopes, represented in the figure by lettered 
blocks with arrows representing their respective input axes, or an equivalent 
configuration using multiaxis sensors. However, ISAs used for some other 
purposes (e.g., dynamic control applications such as autopilots or automotive 
steering augmentation) may not need as many sensors, and some designs use 
redundant sensors. other terms used for the ISA are instrument cluster and 
(for gimbaled systems) stable element or stable platform.

Fig. 3.1 Inertial sensor assembly (ISA) components.
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Inertial reference unit (Iru) is a term commonly used for an inertial sensor 
system for attitude information only (i.e., using only gyroscopes). Space-based 
telescopes, for example, do not generally need accelerometers, but they do 
need gyroscopes to keep track of orientation.

Inertial measurement units (IMus) include ISAs and associated support 
electronics for calibration and control of the ISA. Support electronics may 
also include thermal control or compensation, signal conditioning, and input/
output control. An IMu may also include an IMu processor, and—for gim-
baled systems—the gimbal control electronics.

Inertial navigation systems (InSs) measure rotation rates and accelerations, 
and calculate attitude, velocity, and position. Its subsystems include

IMUs, already mentioned above.
Navigation computers (one or more) to calculate the gravitational accelera-

tion (not measured by accelerometers) and process the outputs of the 
accelerometers and gyroscopes from the IMu to maintain an estimate 
of the position of the IMu. Intermediate results of the implementation 
method usually include estimates of velocity, attitude, and attitude rates 
of the IMu.

User interfaces, such as display consoles for human operators and analog 
and/or digital data interfaces for vehicle guidance and control 
functions.

Power supplies and/or raw power conditioning for the complete InS.

Implementations of InSs include two general types:

Gimbaled systems use their gyroscopes for controlling ISA attitude. Com-
monly used ISA orientations include
Inertially stable (nonrotating), a common orientation for operations in 

space. In this case, the ISA may include one or more star trackers to 
correct for any gyroscope errors. However, locally level implementa-
tions may also use star trackers for the same purpose.

Locally level, a common orientation for terrestrial navigation. In this 
case, the ISA rotates with the earth and keeps two of its reference 
axes locally level during horizontal motion over the surface. Some 
early systems aligned the gyro and accelerometer input axes with the 
local directions of north, east, and down, because the gimbal angles 
could then represent the Euler angles for heading (yaw), pitch, and 
roll of the vehicle. However, there are also advantages in allowing the 
locally stabilized element to physically rotate about the local vertical 
direction.

Strapdown systems do nothing to physically control the orientation of the 
ISA, but they do process the gyroscope outputs to keep track of its 
orientation.
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Gimbaled systems are generally more expensive than strapdown systems, 
but their performance is usually better. This is due, in part, to the fact 
that their gyroscopes and accelerometers are not required to endure high 
rotation rates.

Both gimbaled and strapdown systems commonly use some form of  
shock and vibration isolation to keep mechanical disturbances within 
the host vehicle frame from harming the sensors or the navigation 
implementation.

Because InSs perform integrals of acceleration and attitude rates, these 
integrals need initial values.

Alignment is a procedure for establishing the initial ISA attitude with respect 
to navigation coordinates. This can be done using external optical reference 
directions. However, systems with sufficiently accurate sensors can perform 
self-alignment when the system is stationary with respect to the earth. In that 
case, the implementation can be divided into two parts:

Leveling The implementation uses the accelerometers to measure the 
upward acceleration required to counter gravity, from which the system 
can determine the orientation of its ISA relative to local vertical. For 
gimbaled systems, the stable element (ISA) is physically leveled during 
this process (hence the name).

Gyrocompassing A procedure for estimating the direction of the earth’s 
rotation axes with respect to ISA coordinates, using its gyroscopes. This 
and the direction of the local vertical then determine the north–south 
direction, so long as the stationary location is not in the vicinity of the 
poles. Given these two directions, the InS can orient itself relative to its 
location on the earth. The term gyrocompassing is a reference to the 
gyrocompass, an instrument introduced toward the end of the nineteenth 
century to replace the magnetic compass on iron ships. The gyrocompass 
uses only mechanical means to orient itself relative to north, whereas  
the InS requires a computer. For some gimbaled systems, gyrocom-
passing physically aligns the ISA with its level sensor axes pointing north 
and east.

Initialization is a procedure for establishing the initial position and velocity 
of the InS. Some of this can be done autonomously when the system is sta-
tionary with respect to the earth, in which case its relative velocity is zero in 
earth-fixed coordinates. The angle between the local vertical and the mea-
sured rotation axis of the earth, determined during alignment, can be used to 
estimate latitude. However, longitude and altitude must be determined by 
other means.

Host vehicle is a term used for the moving platforms on or in which an InS 
is mounted. It could be a spacecraft, aircraft, surface ship, submarine, land 
vehicle, or pack animal (including humans).
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3.3 INERTIAL SENSOR ERROR MODELS

Inertial navigation has been called “navigation in a box” and “black-box navi-
gation” because it is entirely self-contained. It infers what is going on outside 
by what it can sense inside.

Inertial sensors are also “black boxes” for the same reason. The problem is, 
there may be more going on outside the sensor than just accelerations and 
rotations,2 as illustrated in Fig. 3.2. For the purpose of inertial navigation, one 
needs to know the sensor inputs, given the outputs. That is the art of inertial 
sensor modeling.

Mathematical models for how inertial sensors perform are used throughout 
the InS development cycle including the following:

1. In designing sensors to meet specified performance metrics.
2. To calibrate and compensate for fixed errors, such as scale factor and 

output bias. The extreme performance requirements for inertial sensors 
may not be attainable within manufacturing tolerances. Fortunately, the 
last few orders-of-magnitude improvement in performance can often be 
achieved through calibration. These calibration models are generally of 
three types:
(a) Models based on engineering data and the principles of physics, such 

as the models carried over from the design trade-offs. These models 
generally have a known set of possible causes for each observed 
effect.

Fig. 3.2 Sensor black-box model.

2A comment often heard from inertial sensor designers is “no matter what sort of sensor we 
design, it always turns out to be a highly sensitive thermometer!”
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(b) Abstract, general-purpose mathematical models such as polynomi-
als, used to fit observed error data in such a way that the sensor 
output errors can be effectively corrected.

(c) Models for unpredictable variations in sensor output, used for pre-
dicting sensor and system performance.

3. Additional error models used in global navigation satellite system 
(GnSS)/InS integration for determining the optimal weighting (Kalman 
gain) in combining GnSS and InS navigation data.

4. Sensor models used in GnSS/InS integration for recalibrating the InS 
continuously while GnSS data are available. This approach gives the InS 
improved initial accuracy during periods of GnSS signal outage.

3.3.1 Zero-Mean Random Errors

These are the standard types of error models from Kalman filtering, used for 
modeling unpredictable outputs and described in Chapter 10.

3.3.1.1  White Sensor Noise  This is usually lumped together under “elec-
tronic noise,” which may come from power supplies, intrinsic noise in semi-
conductor devices, or from quantization errors in digitization.

3.3.1.2  Exponentially Correlated Noise  Temperature sensitivity of sensor 
bias will often look like a time-varying additive noise source, driven by exter-
nal ambient temperature variations or by internal heat distribution variations.

3.3.1.3  Random Walk Sensor Errors  random walk errors are character-
ized by variances that grow linearly with time and power spectral densities 
that fall off as 1/frequency2 (i.e., 20 dB per decade).

There are specifications for random walk noise in inertial sensors, but 
mostly for the integrals of their outputs and not in the outputs themselves. For 
example, the “angle random walk” from a rate gyroscope is equivalent to white 
noise in the angular rate outputs. In a similar fashion, the integral of white 
noise in accelerometer outputs would be equivalent to a “velocity random 
walk.”

The random walk error model has the form
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The value of Qw will be in units of squared error per discrete time step Δt. 
random walk error sources are usually specified in terms of standard devia-
tions, that is, error units per square root of time unit. Gyroscope angle random 
walk errors, for example, might be specified in deg/ h . Most navigation-grade 
gyroscopes (including rlG, HrG, IFoG) have angle random walk errors in 
the order of 1 deg/ h30−  or less.

3.3.1.4  Harmonic Noise  Temperature control schemes (including building 
HvAC systems) often introduce cyclical errors due to thermal transport lags, 
and these can cause harmonic errors in sensor outputs, with harmonic periods 
that scale with device dimensions. Also, suspension and structural resonances 
of host vehicles introduce harmonic accelerations, which can excite acceleration-
sensitive error sources in sensors.

3.3.1.5  “1/f” Noise  This noise is characterized by power spectral densities 
that fall off as 1/f, where f is the frequency. It is present in most electronic 
devices, its causes are not well understood, and it is usually modeled as some 
combination of white noise and random walk.

3.3.2 Fixed-Pattern Errors

These are repeatable sensor output errors, unlike the zero-mean random noise 
considered above. The same types of models apply to accelerometers and 
gyroscopes. Some of the more common types of sensor errors are illustrated 
in Fig. 3.3. These are

(a) bias, which is any nonzero sensor output when the input is zero;
(b) scale factor error, usually due to manufacturing tolerances;
(c) nonlinearity, which is present in most sensors to some degree;
(d) scale factor sign asymmetry (often from mismatched push–pull 

amplifiers);
(e) a dead zone, usually due to mechanical stiction or lock-in (for ring laser 

gyroscopes); and
(f) quantization error, inherent in all digitized systems; it may not be zero-

mean when the input is held constant, as it could be under calibration 
conditions.

We can recover the sensor input from the sensor output so long as the input/
output relationship is known and invertible. Dead-zone errors and quantiza-
tion errors are the only ones shown with this problem. The cumulative effects 
of both types (dead zone and quantization) often benefit from zero-mean 
input noise or dithering. Also, not all digitization methods have equal cumula-
tive effects. Cumulative quantization errors for sensors with frequency outputs 
are bounded by ± one-half least significant bit (lSB) of the digitized output, 
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but the variance of cumulative errors from independent sample-to-sample 
A/D conversion errors can grow linearly with time.

3.3.3 Sensor Error Stability

outright sensor failure is a serious problem in inertial navigation, and sensor 
reliability is always addressed in system design. Also, much attention has been 
given to detecting and correcting sensor failures during operation. Slow sensor 
accuracy degradation is another problem.

In practice, fixed-pattern sensor errors do not necessarily remain fixed  
over long periods of time (hours to years). Some of this may be due to second-
order sensitivities to ambient conditions (e.g., temperature, barometric pres-
sure, humidity, power levels, and magnetic fields) or may be attributed to 
“aging.” Truly second-order effects can be calibrated and compensated, but 
compensation requires additional sensors for the second variable, and calibra-
tion adds cost.

navigation errors due to sensor instability can be compensated to some 
degree by integrating InS with other sensor systems, including GnSS. This 
requires models for the expected patterns of sensor degradation, a subject 
addressed in the next section.

Fig. 3.3 Common input/output error types. (a) Bias. (b) Scale factor. (c) nonlinearity. 
(d) ±Assymetry. (e) Dead zone. ( f ) Quantization.
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3.4 SENSOR CALIBRATION AND COMPENSATION

Sensor compensation is the process of recovering the sensor inputs from the 
sensor outputs.

Sensor calibration is the process of determining the parameters of the 
compensation model.

3.4.1 Sensor Biases, Scale Factors, and Misalignments

This part of sensor compensation can be done using an affine (linear plus 
offset) model. The biases are offsets and the rest is linear.

3.4.1.1  Compensation Model Parameters  The model used here is for ISA-
level calibration. Calibration can also be done at the sensor level, but it is less 
expensive if it is done at the ISA level.

The changes in sensor input/output patterns due to biases and scale factors 
are illustrated in Fig. 3.3. Figure 3.4 illustrates how input axis misalignments 
and scale factors at the ISA level affect sensor ouputs, in terms of how they 
are related to the linear input/output model:

 z M z boutput input= +( )z  (3.1)

 M =
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Fig. 3.4 Directions of modeled sensor cluster errors.
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where zinput is a vector representing the inputs (accelerations or rotation rates) 
to three inertial sensors with nominally orthogonal input axes, zoutput is a vector 
representing the corresponding outputs, bz is a vector of sensor output biases, 
and the corresponding elements of M are labeled in Fig. 3.4.

The parameters mij and bz of this model can be estimated from observations 
of sensor outputs when the inputs are known, the process called calibration.

The purpose of calibration is sensor compensation, which can be accom-
plished by inverting the “forward model” of Eq. 3.1 to obtain

 z M z binput output= −−1 ,z  (3.3)

the sensor inputs compensated for scale factor, misalignment, and bias errors.
This result can be generalized for a cluster of N ≥ 3 gyroscopes or acceler-

ometers; the effects of individual biases, scale factors, and input axis misalign-
ments can be modeled by an equation of the form

 z Minput scale factor & misalignment

3 1 3× ×

=
��� �� � ������� ������

†

N
�� � �� �� �

z boutput

N

z

× ×

−
1 3 1

,  (3.4)

where M† is the Moore–Penrose pseudoinverse of the corresponding M, which 
can be determined by calibration.

3.4.1.2  Calibrating Sensor Biases, Scale Factors, and Misalignments  In 
this case, calibration amounts to estimating the values of M† and bz, given 
input–output pairs [zinput, k, zoutput, k], where zinput, k is known from controlled 
calibration conditions and zoutput, k is recorded under these conditions. For 
accelerometers, controlled conditions may include the direction and magni-
tude of gravity, conditions on a shake table, or those on a centrifuge. For 
gyroscopes, controlled conditions may include the relative direction of the 
rotation axis of Earth (e.g., with sensors mounted on a two-axis indexed rotary 
table), or controlled conditions on a rate table.

The full set of input/output pairs under K sets of calibration conditions 
yields a system of 3K linear equations

 

z

z

z

z K

1, ,1

2 ,1

3 ,1

3 ,

3

input

input

input

input

,

,

,

�























KK

z z z

knowns

output, output, output,

� ��� ����

�
�

=

1, 1 2, 1 3, 1 0

0 0 0 0

0 00 0 1

0 0 0 1
, 3 (3 3)

�
� � � � �

�
�























× +Z K Na matrix of knowns
��������������� ��������������

�

m

m

m

b z

1,1

1,2

1,3

3,























+3 3N unknowns
� �� ��

 (3.5)

in the 3N unknown parameters mi,j (the elements of the matrix M†) and 3 
unknown parameters bi,z (rows of the 3-vector bz), which will be overdeter-
mined for K > N + 1. In that case, the system of linear equations may be solv-
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able for the 3(N + 1) calibration parameters by using the method of least 
squares:
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provided that the matrix ZTZ is nonsingular.
The values of M† and bz determined in this way are called calibration 

parameters.
Estimation of the calibration parameters can also be done using Kalman 

filtering, a by-product of which would be the covariance matrix of calibration 
parameter uncertainty. This covariance matrix is also useful in modeling 
system-level performance.

3.4.2 Other Calibration Parameters

3.4.2.1  Nonlinearities  Sensor input–output nonlinearities are generally 
modeled by polynomials:

 z a zi i

i

N

input output=
=
∑

0

,  (3.7)

where the first two parameters a0 = bias and a1 = scale factor. The polynomial 
input–output model of Eq. 3.7 is linear in the calibration parameters, so they 
can still be calibrated using a system of linear equations—as was used for scale 
factor and bias.

The generalization of Eq. 3.7 to vector-valued inputs and outputs includes 
all the cross-power terms between different sensors, but it also includes mul-
tidimensional data structures in place of the scalar parameters ai. Such a model 
would, for example, include the acceleration sensitivities of gyroscopes and 
the rotation rate sensitivities of accelerometers.

3.4.2.2  Sensitivities to Other Measurable Conditions  Most inertial sensors 
are also thermometers, and part of the art of sensor design is to minimize their 
temperature sensitivities. other bothersome sensitivities include acceleration 
sensitivity of gyroscopes and rotation rate sensitivities of accelerometers 
(already mentioned above).

Compensating for temperature sensitivity requires adding one or more 
thermometers to the sensors and taking calibration data over the expected 
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operational temperature range, but the other sensitivities can be “cross com-
pensated” by using the outputs of the other inertial sensors. The accelerometer 
outputs can be used in compensating for acceleration sensitivities of gyro-
scopes, and the gyro outputs can be used in compensating for angular rate 
sensitivities of accelerometers.

3.4.2.3  Other  Accelerometer  Models  Centrifugal Acceleration Effects 
Accelerometers have input axes defining the component(s) of acceleration 
that they measure. There is a not-uncommon superstition that these axes  
must intersect at a point to avoid some unspecified error source. That is gener-
ally not the case, but there can be some differential sensitivity to centrifugal 
accelerations due to high rotation rates and relative displacements between 
accelerometers. The effect is rather weak but not always negligible. It is 
modeled by the equation

 a ri i,
2 ,centrifugal = ω  (3.8)

where ω is the rotation rate and ri is the displacement component along the 
input axis from the axis of rotation to the effective center of the accelerometer. 
Even manned vehicles can rotate at ω ≈ 3 rad/s, which creates centrifugal 
accelerations of about 1 g at ri = 1 m and 0.001 g at 1 mm. The problem is less 
significant, if not insignificant, for microelectromechanical system (MEMS)-
scale accelerometers that can be mounted within millimeters of one another.

Center of Percussion Because ω can be measured, sensed centrifugal accel-
erations can be compensated, if necessary. This requires designating some 
reference point within the instrument cluster and measuring the radial dis-
tances and directions to the accelerometers from that reference point. The 
point within the accelerometer required for this calculation is sometimes 
called its “center of percussion.” It is effectively the point such that rotations 
about all axes through the point produce no sensible centrifugal accelerations, 
and that point can be located by testing the accelerometer at differential refer-
ence locations on a rate table.

Angular Acceleration Sensitivities Pendulous accelerometers are sensitive 
to angular acceleration about their hinge lines, with errors equal to �ω∆hinge, 
where �ω  is the angular acceleration in radian per second squared and Δhinge 
is the displacement of the accelerometer proof mass (at its center of mass) 
from the hinge line. This effect can reach the 1 g level for Δhinge ≈ 1 cm and 
�ω ≈ 103 2rad/s , but these extreme conditions are usually not persistent enough 
to matter in most applications.

3.4.3 Calibration Parameter Instabilities

InS calibration parameters are not always exactly constant. Their values  
can change over the operational life of the InS. Specifications for calibration 



SEnSor CAlIBrATIon AnD CoMPEnSATIon 67

stability generally divide these calibration parameter variations into two  
categories: (1) changes from one system turn-on to the next and (2) slow 
“parameter drift” during operating periods.

3.4.3.1  Calibration  Parameter  Changes  between  Turn-Ons  These are 
changes that occur between a system shutdown and the next start-up. They 
may be caused by temperature transients during shutdowns and turn-ons, or 
by what is termed “aging.” They are generally considered to be independent 
from turn-on to turn-on, so the model for the covariance of calibration errors 
for the kth turn-on would be of the form

 P P Pcalib calib calib.., ., 1 ,k k= +− D  (3.9)

where ΔPcalib. is the covariance of turn-on-to-turn-on parameter changes. The 
initial value Pcalib.,0 at the end of calibration is usually determinable from error 
covariance analysis of the calibration process. note that this is the covariance 
model for a random walk, the covariance of which grows without bound.

3.4.3.2  Calibration  Parameter  Drift  This term applies to changes that 
occur in the operational periods between start-ups and shutdowns. The calibra-
tion parameter uncertainty covariance equation has the same form as Eq. 3.9, 
but with ΔPcalib. now representing the calibration parameter drift in the time 
interval Δt = tk − tk−1 between successive discrete times within an operational 
period.

Detecting Error Trends Incipient sensor failures can sometimes be predicted 
by observing the variations over time of the sensor calibration parameters. 
one of the advantages of tightly coupled GnSS/InS integration is that InS 
sensors can be continuously calibrated all the time that GnSS data are avail-
able. System health monitoring can then include tests for the trends of sensor 
calibration parameters, setting threshold conditions for failing the InS system, 
and isolating a likely set of causes for the observed trends.

3.4.4 Auxilliary Sensors before GNSS

3.4.4.1  Attitude Sensors  nongyroscopic attitude sensors can also be used 
as aids in inertial navigation. These include the following:

Magnetic sensors are used primarily for coarse heading initialization to 
speed up InS alignment.

Star trackers are used primarily for space-based or near-space applica-
tions. The Snark cruise missile and the u-2 spy plane used inertial- 
platform-mounted star trackers to maintain InS alignment on long 
flights, an idea attributed to northrop.

Optical alignment systems have been used on some systems prior to launch. 
Some use Porro prisms mounted on the inertial platform to maintain 
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optical line-of-sight reference through ground-based theodolites to ref-
erence directions at the launch complex.

3.4.4.2  Altitude  Sensors  These include barometric altimeters and radar 
altimeters. Without GnSS inputs, some sort of altitude sensor is required to 
stabilize InS vertical channel errors.

3.4.5 Sensor Performance Ranges

Table 3.1 lists some order-of-magnitude performance ranges for gyroscopes, 
in terms of the stabilities of their error characteristics. The ranges are labeled

Inertial for those acceptable in stand-alone InS applications.
Intermediate for those acceptable for some applications of integrated 

GnSS/InS navigators.
Moderate for those considered acceptable only for low-grade integrated 

GnSS/InS navigators.

These are only rough order-of-magnitude ranges for the different error 
characteristics. Sensor requirements are largely determined by the application. 
For example, gyroscopes for gimbaled systems can generally use much smaller 
input ranges than those for strapdown applications.

The requirements for a specific application are best determined through 
systems analysis, described in Chapter 11.

3.5 EARTH MODELS

For navigation in the terrestrial environment, both inertial navigation and 
satellite navigation require models for the shape, gravity, and rotation of the 
earth.

TABLE 3.1. Performance Grades for Gyroscopes

Performance 
Parameter

Performance 
units

Performance Grades

Inertial Intermediate Moderate

Max. input deg/h 102–106 102–106 102–106

deg/s 10−2–102 10−2–102 10−2–102

Scale factor part/part 10−6–10−4 10−4–10−3 10−3–10−2

Bias stability deg/h 10−4–10−2 10−2–10 10–102

deg/s 10−8–10−6 10−6–10−3 10−3–10−2

Bias drift deg / h 10−4–10−3 10−2–10−1 1–10
deg / s 10−6–10−5 10−5–10−4 10−4–10−3
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Both systems use a common set of navigation coordinates fitted to a model 
of the shape of the earth, and this coordinate system rotates with the earth.

Gravity modeling is important for InS because gravity cannot be sensed. 
It is necessary for filling in the unsensed acceleration of terrestrial navigation 
coordinates, and it is necessary for GnSS in determining precise ephemerides 
of the satellites.

3.5.1 Terrestrial Navigation Coordinates

Descriptions of the major coordinates used in inertial navigation and GnSS/
InS integration are described in Appendix B. These include coordinate systems 
used for representing the trajectories of GnSS satellites and user vehicles in 
the near-earth environment and for representing the attitudes of host vehicles 
relative to locally level coordinates, including the following:

1. Inertial coordinates:
(a) Earth-centered inertial (ECI), with origin at the center of mass of 

the earth and principal axes in the directions of the vernal equinox 
and the rotation axis of the earth.

(b) Satellite orbital coordinates, used in GnSS ephemerides.
2. Earth-fixed coordinates:

(a) Earth-centered, earth-fixed (ECEF), with origin at the center of 
mass of the earth and principal axes in the directions of the prime 
meridian at the equator and the rotation axis of the earth.

(b) Geodetic coordinates, based on an ellipsoid model for the shape of 
the earth. longitude in geodetic coordinates is the same as in ECEF 
coordinates, and geodetic latitude as defined as the angle between the 
equatorial plane and the normal to the reference ellipsoid surface. 
Geodetic latitude can differ from geocentric latitude by as much as 
12 arc minutes, equivalent to about 20 km of northing distance.

(c) local tangent plane (lTP) coordinates, also called “locally level 
coordinates,” essentially representing the earth as being locally flat. 
These coordinates are particularly useful from a human factor stand-
point for representing the attitude of the host vehicle and for repre-
senting local directions. They include
i. east–north–up (Enu), shown in Fig. B.7;
ii. north–east–down (nED), which can be simpler to relate to 

vehicle coordinates; and
iii. alpha wander, rotated from Enu coordinates through an angle 

α about the local vertical, as shown in Fig. B.8 and described in 
Section 3.6.3.1.

3. vehicle-fixed coordinates:
(a) roll–pitch–yaw (rPy), as shown in Fig. B.9.
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Transformations between these different coordinate systems are important for 
representing vehicle attitudes, for resolving inertial sensor outputs into inertial 
navigation coordinates, and for GnSS/InS integration. Methods used for rep-
resenting and implementing coordinate transformations are also presented in 
Appendix B, Section B.4.

3.5.2 Earth Rotation

Earth is the mother of all clocks. It has given us the time units of days, hours, 
minutes, and seconds we use to manage our lives. not until the discovery of 
atomic clocks based on hyperfine quantum state transitions were we able to 
observe the imperfections in our earth clock. Despite these, we continue to 
use earth rotation as our primary time reference, adding or subtracting leap 
seconds to atomic clocks to keep them synchronized to the rotation of the 
earth. These time variations are significant for GnSS navigation but not for 
inertial navigation.

World Geodetic System 1984 (WGS84) earthrate model: A geoid is a 
model for the equipotential surface of the earth at sea level, referenced to  
the center of mass of Earth and its rotation axis. “WGS84” refers to the 1984  
World Geodetic Survey, a cooperative international effort undertaken to 
determine a more precise model of the shape of the earth. This effort had 
begun in the 1950s. Member nations shared data and developed a common 
geoid model. A series of such efforts resulted in a series of such models,  
each based on more data. The 1984 values have become standard for most 
applications.

The value of earthrate in the WGS84 earth model used by the Global Posi-
tioning System (GPS) is 7,292,115,167 × 10−14 rad/s or about 15.04109 deg/h. 
This is its sidereal rotation rate with respect to distant stars. Its mean rotation 
rate with respect to the nearest star (our sun), as viewed from the rotating 
earth, is 15 deg/h, averaged over 1 year. We also know that Earth is slowing 
down with age due to its transfer of energy and angular momentum to the 
moon through the effects of tides.3

3.5.3 Gravity Models

Gravity may be part of newtonian mechanics, but it is more appropriately 
modeled as a warping of the space–time continuum. The important point is 
inertial sensors cannot measure gravity.

newton could observe the apple falling, but he could not feel gravity pulling 
the apple (or himself) downward. He could only feel the surface of the earth 
pushing him upward to counter it.

3An effect discovered by George Darwin (1845–1912), son of Charles Darwin.
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That leads to one of the problems that had to be solved for inertial naviga-
tion in the terrestrial environment: How can we account for gravitational 
acceleration if we cannot measure it?

The solution is to do what newton did: Model it.

3.5.3.1  GNSS  Gravity  Models  Accurate gravity modeling is important 
for maintaining ephemerides for GnSS satellites, and models developed  
for GnSS have been a boon to inertial navigation as well. However, spatial 
resolution of the earth gravitational field required for GnSS operation may 
be a bit coarse compared to that for precision inertial navigation because 
the GnSS satellites are not near the surface and the mass concentration 
anomalies that create surface gravity anomalies. GnSS orbits have very little 
sensitivity to equipotential surface-level undulations of the gravitational field 
with wavelengths on the order of 100 km or less, but these can be important 
for high-precision inertial systems.

3.5.3.2  INS  Gravity  Models  Because an InS operates in a world with 
gravitational accelerations it is unable to sense and unable to ignore, it must 
use a reasonably faithful model of gravity.

Gravity models for the earth include centrifugal acceleration due to the 
rotation of the earth as well as true gravitational accelerations due to the mass 
distribution of the earth, but they do not generally include oscillatory effects 
such as tidal variations.

Gravitational Potential Gravitational potential is defined to be zero at a point 
infinitely distant from all massive bodies and to decrease toward massive 
bodies such as the earth; that is, a point at infinity is the reference point for 
gravitational potential.

In effect, the gravitational potential at a point in or near the earth is defined 
by the potential energy lost per unit of mass falling to that point from infinite 
altitude. In falling from infinity, potential energy is converted to kinetic energy, 
mvescape

2 / 2, where vescape is the escape velocity. Escape velocity at the surface of 
the earth is about 11 km/s.

Gravitational Acceleration Gravitational acceleration is the negative gradi-
ent of gravitational potential. Potential is a scalar function, and its gradient is 
a vector. Because gravitational potential increases with altitude, its gradient 
points upward and the negative gradient points downward.

Equipotential Surfaces An equipotential surface is a surface of constant 
gravitational potential. If the ocean and atmosphere were not moving, then 
the surface of the ocean at static equilibrium would be an equipotential surface. 
Mean sea level is a theoretical equipotential surface obtained by time averag-
ing the dynamic effects.
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Ellipsoid Models for Earth Geodesy is the process of determining the shape 
of the earth, often using ellipsoids as approximations of an equipotential 
surface (e.g., mean sea level), as illustrated in Fig. 3.5. The most common ones 
are ellipsoids of revolution, but there are many reference ellipsoids based on 
different survey data. Some are global approximations and some are local 
approximations. The global approximations deviate from a spherical surface 
by about ±10 km, and locations on the earth referenced to different ellipsoidal 
approximations can differ from one another by 102–103 m.

Geodetic latitude on a reference ellipsoid is measured in terms of the angle 
between the equator and the normal to the ellipsoid surface, as illustrated  
in Fig. 3.5.

Orthometric height is measured along the (curved) plumb line.

WGS84 Ellipsoid The WGS84 earth model approximates mean sea level (an 
equipotential surface) by an ellipsoid of revolution with its rotation axis coin-
cident with the rotation axis of the earth, its center at the center of mass of 
the earth, and its prime meridian through Greenwich. Its semimajor axis 
(equatorial radius) is defined to be 6,378,137 m, and its semiminor axis (polar 
radius) is defined to be 6,356,752.3142 m.

Geoid Models Geoids are approximations of mean sea-level orthometric 
height with respect to a reference ellipsoid. Geoids are defined by additional 
higher-order shapes, commonly modeled by spherical harmonics of height 
deviations from an ellipsoid, as illustrated in Fig. 3.5. There are many geoid 

Fig. 3.5 Equipotential surface models for Earth.
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models based on different data, but the more recent, most accurate models 
depend heavily on GPS data. Geoid heights deviate from reference ellipsoids 
by tens of meters, typically.

The WGS84 geoid heights vary about ±100 m from the reference ellipsoid. 
As a rule, oceans tend to have lower geoid heights and continents tend to have 
higher geoid heights. Coarse 20-m contour intervals are plotted versus longi-
tude and latitude in Fig. 3.6, with geoid regions above the ellipsoid shaded 
gray.

3.5.3.3  Longitude and Latitude Rates  The second integral of acceleration 
in locally level coordinates should result in the estimated vehicle position. This 
integral is somewhat less than straightforward when longitude and latitude are 
the preferred horizontal location variables.

The rate of change of vehicle altitude equals its vertical velocity, which is 
the first integral of net (i.e., including gravity) vertical acceleration. The rates 
of change of vehicle longitude and latitude depend on the horizontal compo-
nents of vehicle velocity, but in a less direct manner. The relationship between 
longitude and latitude rates and east and north velocities is further compli-
cated by the oblate shape of the earth.

The rates at which these angular coordinates change as the vehicle moves 
tangent to the surface will depend upon the radius of curvature of the refer-
ence surface model, which is an ellipsoid of revolution for the WGS84 model. 

Fig. 3.6 WGS84 geoid heights.
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radius of curvature can depend on the direction of travel, and for an ellipsoi-
dal model, there is one radius of curvature for north–south motion and another 
radius of curvature for east–west motion.

Meridional Radius of Curvature The radius of curvature for north–south 
motion is called the “meridional” radius of curvature, because north–south 
travel is along a meridian (i.e., line of constant longitude). For an ellipsoid of 
revolution (the WGS84 model), all meridians have the same shape, which is 
that of the ellipse that was rotated to produce the ellipsoidal surface model. 
The tangent circle with the same radius of curvature as the ellipse is called the 
osculating circle (osculating means “kissing”). As illustrated in Fig. 3.7 for an 
oblate earth model, the radius of the meridional osculating circle is smallest 
where the geocentric radius is largest (at the equator), and the radius of the 
osculating circle is largest where the geocentric radius is smallest (at the poles). 
The osculating circle lies inside or on the ellipsoid at the equator and outside 
or on the ellipsoid at the poles and passes through the ellipsoid surface for 
latitudes in between.

The formula for meridional radius of curvature as a function of geodetic 
latitude (ϕgeodetic) is

 r
b

a e
M =

−

2

2 2 3/2[1 ( )]sin φgeodetic

 (3.10)

Fig. 3.7 Ellipse and osculating circles.
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where a is the semimajor axis of the ellipse, b is the semiminor axis, and 
e2 = (a2 − b2)/a2 is the eccentricity squared.

Geodetic Latitude Rate The rate of change of geodetic latitude as a function 
of north velocity vN is then
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and geodetic latitude can be maintained as the integral
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where h(t) is height above (+) or below (−) the ellipsoid surface and ϕgeodetic(t) 
will be in radians if vN(t) is in meters per second and rM(t) and h(t) are in 
meters.

Transverse Radius of Curvature The radius of curvature of the reference 
ellipsoid surface in the east–west direction (i.e., orthogonal to the direction in 
which the meridional radius of curvature is measured) is called the transverse 
radius of curvature. It is the radius of the osculating circle in the local east–up 
plane, as illustrated in Fig. 3.8, where the arrows at the point of tangency of the 

Fig. 3.8 Transverse osculating circle.
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transverse osculating circle are in the local Enu coordinate directions. As this 
figure illustrates, on an oblate earth, the plane of a transverse osculating circle 
does not pass through the center of the earth except when the point of oscula-
tion is at the equator. (All osculating circles at the poles are in meridional 
planes.) Also, unlike meridional osculating circles, transverse osculating circles 
generally lie outside the ellipsoidal surface, except at the point of tangency and 
at the equator, where the transverse osculating circle is the equator.

The formula for the transverse radius of curvature on an ellipsoid of revolu-
tion is

 r
a

e
T =

−1 ( )
,

2 2sin geodeticφ
 (3.14)

where a is the semimajor axis of the generating ellipse and e is its eccentricity.

longitude rate The rate of change of longitude as a function of east velocity 
is then
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and longitude can be maintained by the integral
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where h(t) is height above (+) or below (−) the ellipsoid surface and θ will 
be in radians if vE(t) is in meters per second and rT(t) and h(t) are in meters. 
note that this formula has a singularity at the poles, where cos(ϕgeodetic) = 0, 
a consequence of using latitude and longitude as location variables.

WGS84 Reference Surface Curvatures The apparent variations in meridional 
radius of curvature in Fig. 3.7 are rather large because the ellipse used in gen-
erating Fig. 3.7 has an eccentricity of about 0.75. The WGS84 ellipse has an 
eccentricity of about 0.08, with geocentric, meridional, and transverse radius of 
curvature as plotted in Fig. 3.9 versus geodetic latitude. For the WGS84 model,

• mean geocentric radius is about 6371 km, from which it varies by −14.3 km 
(−0.22%) to +7.1 km (+0.11%);

• mean meridional radius of curvature is about 6357 km, from which it 
varies by −21.3 km (−0.33%) to 42.8 km (+0.67%); and

• mean transverse radius of curvature is about 6385 km, from which it varies 
by −7.1 km (−0.11%) to +14.3 km (+0.22%).
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Because these vary by several parts per thousand, one must take the radius of 
curvature into account when integrating horizontal velocity increments to 
obtain the longitude and the latitude.

3.6 HARDWARE IMPLEMENTATIONS

InSs generally fall into two categories depending on the hardware 
configuration:

1. Gimbaled or floated systems, in which the ISA is isolated from rotations 
of the host vehicle, as illustrated in Fig. 3.10(a–c). This shows three alter-
native structures that have been tried at different times:
(a) Gimbals, also called a Cardan4 suspension. This is the most popular 

implementation using hardware to solve the attitude problem.
(b) Ball joint, which Fritz Mueller called “inverted gimbals” [7]. It has 

not become popular, perhaps because of the difficulties of applying 
controlled torques about the spherical bearing to stabilize the ISA. 
This configuration is not discussed here.

(c) A floated sphere, a configuration also called “FlIMBAl,” an 
acronym for floated inertial measurement ball.5 Despite the difficul-

Fig. 3.9 radii of WGS84 reference ellipsoid.

4named after the Italian physician, inventor, and polymath Girolamo Cardano (1501–1576), who 
also invented what Americans call a “universal joint” and Europeans call a “Cardan shaft.”
5A name used at the MIT Instrumentation laboratory around 1957, when work on its develop-
ment started.
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ties of transferring power, signals, heat, torque, and relative attitude 
between the housing and the inner spherical ISA, it is probably the 
most accurate (and expensive) implementation for high-g rocket 
booster applications.

In all cases, the rotation-isolated ISA is also called an inertial platform, 
stable platform, or stable element. The IMu includes the ISA, the gimbal/
float structure, and all associated electronics (e.g., gimbal wiring, rotary 
slip rings, gimbal bearing angle encoders, signal conditioning, gimbal 
bearing torque motors, and thermal control).

2. Strapdown systems, essentially as illustrated in Fig. 3.1. In this case, the 
ISA is not isolated from rotations but is “quasi-rigidly” mounted to the 
frame structure of the host vehicle.

We use the term “quasi-rigid” for IMu mountings that can provide some isola-
tion of the IMu from shock and vibration transmitted through the host vehicle 
frame. These vibrational accelerations do not significantly alter the navigation 
solution, but they can damage the ISA and its sensors. Strapdown, gimbaled, 
and floated systems may require shock and vibration isolators to dampen the 
vibrational torques and forces transmitted to the inertial sensors. These isola-
tors are commonly made from “lossy” elastomers that provide some amount 
of damping, as well.

3.6.1 Gimbaled Implementations

The use of gimbals for isolation from rotation has been documented as far 
back as the third century BCE. The term generally applies to the entire struc-
ture, usually consisting of a set of two or three (or four) nested rings with 
orthogonal pivots (also called “gimbal bearings”). As illustrated in Fig. 3.11(a), 
three sets of gimbal bearings are sufficient for complete rotational isolation in 
applications with limited attitude mobility (e.g., surface ships), but applications 

Fig. 3.10 Gimbaled IMu alternatives. (a) Gimbal (Cardan suspension). (b) Ball joint 
(“inverted gimbals”). (c) Floated sphere (“FlIMBAl”).
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in fully maneuverable host vehicles require an additional gimbal bearing to 
avoid the condition shown in Fig. 3.11(b), known as “gimbal lock,” in which 
the gimbal configuration no longer provides isolation from outside rotations 
about all three axes.

For inertial navigation, gyroscopes inside the gimbals detect any incipient 
rotation of that frame due to torques from any source (e.g., bearing friction 
or mass imbalance) and apply feedback to torquing motors in the gimbal bear-
ings to keep the rotation rates inside the gimbals at zero. For navigation with 
respect to the rotating earth, the gimbals can also be servoed to maintain the 
sensor axes fixed in locally level coordinates.

Design of gimbal torquing servos is complicated by the motions of the 
gimbals during operation, which changes how the torquing to correct for 
sensed rotation must be applied to the different gimbal bearings. This requires 
a bearing angle sensor for each gimbal axis.

The gimbal arrangement shown in Fig. 3.11(a), with the outer gimbal axis 
aligned to the roll (longitudinal) axis of the host vehicle and the inner gimbal 
axis maintained in the vertical direction, is a popular one. If the ISA is kept 
aligned with locally level Enu directions, the gimbal bearing angles will equal 
the heading (yaw), pitch, and roll Euler angles defining the host vehicle atti-
tude relative to north, east, and down directions. These are the same Euler 
angles used to drive attitude and heading reference systems (AHrSs) (e.g., 
compass card and artificial horizon displays) in aircraft cockpits.

Advantages The principal advantage of both gimbaled and floated systems 
is the isolation of the inertial sensors from high angular rates, which eliminates 
many rate-dependent sensor errors (including gyro scale factor sensitivity) and 
generally allows for higher accuracy sensors. Also, gimbaled systems can be 
self-calibrated by orienting the ISA with respect to gravity (for calibrating  
the accelerometers) and with respect to the earth rotation axis (for  

Fig. 3.11 Three-axis gimbal lock. (a) Straight and level. (b) Pitched up 90°.
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calibrating the gyros), and by using external optical autocollimators with 
mirrors on the ISA to independently measure its orientation with respect to 
its environment.

The most demanding InS applications for “cruise” applications (i.e., at ≈1 g) 
are probably for nuclear missile-carrying submarines, which must navigate 
submerged for months. The gimbaled Electrically Supported Gyro navigation 
(ESGn, DoD designation An/WSn-3 [2]) system developed in the 1970s  
for uSn Trident-class submarines was probably the most accurate InS of  
that era [6].

Disadvantages The principal drawbacks of gimbals are cost, weight, 
volume, and gimbal flexure in high-g environments. In traditional designs, 
electrical pathways are required through the gimbal structure to provide 
power to the IMu and to carry power and the encoder, torquer, and sensor 
signals. These require slip rings (which can introduce noise) or cable wraps at 
the gimbal bearings. More recent designs, however, have used wireless signal 
transmission. The gimbals can alter air circulation used to maintain uniform 
temperatures within the IMu, and they can hamper access to the sensors 
during test and operation (e.g., optical measurements using mirrors on the ISA 
to check its attitude).

3.6.2 Floated Implementation

Gimbals and gimbal lock can be eliminated by floating the ISA in a liquid and 
operating it like a robotic submersible, using liquid thrusters to maintain its 
orientation and to keep itself centered within the flotation cavity—as illus-
trated on the right in Fig. 3.10. The floated assembly must also be neutrally 
buoyant and balanced to eliminate acceleration-dependent disturbances.

Advantages Floated systems have the advantage over gimbaled systems 
that there are no gimbal structures to flex or vibrate under dynamic loading, 
and no gimbals interfering with heat transfer from the ISA. Floated systems 
have the same advantages as gimbaled systems over strapdown systems: isola-
tion of the inertial sensors from high angular rates, which eliminates many 
rate-dependent error effects and generally allows for higher accuracy sensors. 
They also have the ability to orient the sphere for self-calibration, although  
it is more difficult to verify the orientation of the ISA from the outside.  
The floated Advanced Inertial reference Sphere (AIrS) designed at the 
Charles Stark Draper laboratory for MX/Peacekeeper and Minuteman III 
missiles is probably the most accurate (and most expensive) high-g InS ever 
developed [6].

Disadvantages A major disadvantage of floated systems is the difficulty of 
accessing the ISA for diagnostic testing, maintenance, or repair. The flotation 
system must be disassembled and the fluid drained for access, and then reas-
sembled for operation. Floated systems also require some means for determin-
ing the attitude of the floated assembly relative to the host vehicle and 
providing power to the floated assembly, and passing commands and sensor 
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signals through the fluid, and for maintaining precisely controlled tempera-
tures within the floated IMu.

Also, for applications in which the host vehicle attitude must be controlled, 
gimbaled or floated systems provide only vehicle attitude information, whereas 
strapdown systems provide attitude rates for vehicle attitude control loops.

3.6.3 Carouseling and Indexing

3.6.3.1  Alpha Wander  and  Carouseling  Alpha Wander near the poles, 
there is a problem with locally level gimbal orientations in which the level axes 
are constrained to point north and east. At the poles, there is no north or east 
direction; all directions are either south (at the north Pole) or north (at the 
South Pole). Also, near the poles the slewing rates required to keep the north/
east orientations can be unreasonably high. The solution is to allow the locally 
level axes to wander, with the angle α (alpha) designating the angle between 
one of the level axes and north (except near the poles, where it is referenced 
to earth-fixed polar stereographic coordinates). This is called an “alpha 
wander” implementation.

Carouseling A carousel is an amusement ride using continuous rotation of a 
circular platform about a vertical axis. The term “carouseling” has been applied 
to an implementation for gimbaled or floated systems in which the ISA 
revolves slowly around the local vertical axis—at rates in the order of a revolu-
tion per minute. The three-gimbal configuration shown on the left in Fig. 
3.11(a) can implement carouseling using only the inner (vertical) gimbal axis. 
Carouseling significantly reduces long-term navigation errors due to certain 
types of sensor errors (uncompensated biases of nominally level accelerom-
eters and gyroscopes, in particular). This effect was discovered and exploited 
at the AC6 Spark Plug (later Delco Electronics) Division of General Motors 
in the early 1960s. Delco Carousel systems became phenomenally successful 
and popular for years.

3.6.3.2  Indexing  Alternative implementations called indexing or gimbal 
flipping use discrete rotations (usually by multiples of 90°) to the same effect.

Indexing can also be used at the sensor level. The electrostatic gyroscopes 
in the u.S. navy’s ESGn (DoD designation An/WSn-3 [2]) use independent 
gimbals to keep the spin axis of each rotor in the same direction relative to 
its suspension cavity but index those gimbals7 to provide periodic cavity rota-
tions. The resulting system accuracy is classified, but good enough that nothing 
was able to surpass it for decades.

6The “AC” in the name is the initials of Albert Champion (1878–1927), a former world-class cyclist 
who founded Champion Spark Plug Company in Boston in the early 1900s. When he lost control 
of that company in 1908, Albert founded the Champion Ignition Company in Flint, Michigan. It 
was renamed the AC Spark Plug Company in 1909, when it was purchased by General Motors.
7using a pattern designed by Kenneth P. Gow (1917–2001), and called the “Gow flip.”
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3.6.4 Strapdown Systems

Strapdown systems use an IMu that is not isolated from rotations of its host 
vehicle—except possibly by shock and vibration isolators. The gimbals are 
effectively replaced by software that uses the gyroscope outputs to calculate 
the equivalent accelerometer outputs in an attitude-stabilized coordinate 
frame, and integrates them to provide updates of velocity and position. This 
requires more computation (which is cheap) than the gimbaled implementa-
tion, but it eliminates the gimbal system (which may not be cheap). It also 
exposes the accelerometers and gyroscopes to relatively high rotation rates, 
which can cause attitude rate-dependent sensor errors.

Advantages The principal advantage of strapdown systems over gimbaled 
or floated systems is cost. The cost or replicating software is vanishingly small 
compared to the cost of replicating a gimbal system for each IMu. For applica-
tions requiring attitude control of the host vehicle, strapdown gyroscopes 
generally provide more accurate rotation rate data than the attitude readouts 
of gimbaled or floated systems.

Disadvantages Strapdown sensors must operate at much higher rotation 
rates, which limits the possible design choices. Pendulous integrating gyro-
scopic accelerometers, for example, are very sensitive to rotation. The dynamic 
ranges of the inputs to strapdown gyroscopes may be orders of magnitude 
greater than those for gyroscopes in gimbaled systems. To achieve comparable 
navigation performance, this generally requires orders of magnitude better 
scale factor stability for the strapdown gyroscopes. Strapdown systems gener-
ally require much shorter integration intervals—especially for integrating 
gyroscope outputs, which increases computer costs relative to gimbaled 
systems. Another disadvantage for strapdown is the cost of gyroscope calibra-
tion and testing, which requires a precision rate table. Precision rate table 
testing is not required for whole-angle gyroscopes—including electrostatic 
gyroscopes—or for any gyroscopes used in gimbaled systems.

3.6.5 Strapdown Carouseling and Indexing

For host vehicles that are nominally upright during operation (e.g., ships), a 
strapdown system can be rotated about the host vehicle yaw axis. So long as 
the vehicle yaw axis remains close to the local vehicle, slow rotation (carousel-
ing) or indexing about this axis can significantly reduce the effects of uncom-
pensated biases of the nominally level accelerometers and gyroscopes. The 
rotation is normally oscillatory, with reversal of direction after a full rotation, 
so that the connectors can be wrapped to avoid using slip rings (an option not 
generally available for gimbaled systems).

Carouseling or indexing of strapdown systems requires the addition of a 
rotation bearing and associated motor drive, wiring and control electronics. 
However, the improvement in navigational performance may justify the  
additional cost. The u.S. Air Force n–73 inertial navigator was an early strap-
down system using carouseling, and its navigation accuracy was better than 
one nautical mile per hour CEP rate.
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3.7 SOFTWARE IMPLEMENTATIONS

3.7.1 Example in One Dimension

Inertial navigation would be much simpler if we all lived in a one-dimensional 
“line land.” For one thing, there would be no rotation and no need for gyro-
scopes or gimbals. In that case, an InS would need only one accelerometer 
and navigation computer (all one-dimensional line segments, of course), and 
its implementation would be about as illustrated in Fig. 3.12 (in two dimen-
sions), where the dependent variable x denotes position on the line in one 
dimension and the independent variable t is time.

This implementation for one dimension still has some features in common 
with implementations for three dimensions:

1. Accelerometers cannot measure gravitational acceleration.
2. Accelerometers have scale factors, which are the ratios of input accelera-

tion units to output signal magnitude units (e.g., meters per second 
squared per volt). The signal must be rescaled in the navigation computer 
by multiplying by this scale factor.

3. Accelerometers have output errors, including
(a) unknown constant offsets, also called biases;
(b) unknown constant scale factor errors;
(c) unknown nonconstant variations in bias and scale factor; and
(d) unknown zero-mean additive noise on the sensor outputs, including 

quantization noise and electronic noise. The noise itself is not pre-
dictable, but its statistical properties may be used in Kalman filtering 
to estimate drifting scale factor and biases.

In one dimension, there is no such thing as input axis misalignment.
4. Gravitational accelerations must be modeled and calculated in the  

navigational computer, then added to the sensed acceleration (after 

Fig. 3.12 InS functional implementation for a one-dimensional world.
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error and scale compensation) to obtain the net acceleration ��x of 
the InS.

5. The navigation computer must integrate acceleration to obtain velocity. 
This is a definite integral and it requires an initial value, �x t( )0 ; that is, the 
InS implementation in the navigation computer must start with a known 
initial velocity.

6. The navigation computer must also integrate velocity ( )�x  to obtain posi-
tion (x). This is also a definite integral and it also requires an initial value, 
x(t0). The InS implementation in the navigation computer must start 
with a known initial location too.

Inertial navigation in three dimensions requires more sensors and more signal 
processing than in one dimension, and it also introduces more possibilities for 
implementation (e.g., gimbaled or strapdown).

3.7.2 Initialization in Nine Dimensions

In the three-dimensional world of inertial navigation, the navigation solution 
requires initial values for

1. position (three-dimensional),
2. velocity (also three-dimensional), and
3. attitude (also three-dimensional).

3.7.2.1  Navigation Initialization  InS initialization is the process of deter-
mining initial values for system position, velocity, and attitude in navigation 
coordinates. InS position initialization ordinarily relies on external sources 
such as GnSS, local wireless service, or manual entry. InS velocity initializa-
tion can be accomplished by starting when it is zero (i.e., the host vehicle is 
not moving) or (for vehicles carried in or on other vehicles) by reference to 
the carrier velocity. (See alignment method 3 below.) InS attitude initializa-
tion is called alignment.

3.7.2.2  INS Alignment Methods  InS alignment is the process of determin-
ing the ISA orientation relative to navigation coordinates.

There are four basic alignment methods:

1. Optical alignment, using either of the following:
(a) optical line-of-sight reference to a ground-based direction (e.g., 

using a ground-based theodolite and a mirror on the platform). 
Some space boosters have used this type of optical alignment,  
which is much faster and more accurate than gyrocompass align-
ment. Because it requires a stable platform for mounting the mirror, 
it is only applicable to gimbaled systems.
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(b) An onboard star tracker, used primarily for alignment of gimbaled 
or strapdown systems in space or near space (e.g., above the clouds).

2. Gyrocompass alignment of stationary vehicles, using the sensed direction 
of acceleration to determine the local vertical and the sensed direction 
of rotation to determine north, as illustrated in Fig. 3.13. latitude can be 
determined by the angle between the earth rotation vector and the hori-
zontal, but longitude must be determined by other means and entered 
manually or electronically. This method is inexpensive but the most time-
consuming (several minutes, typically).

3. Transfer alignment in a moving host vehicle, using velocity matching with 
an aligned and operating InS. This method is generally faster than gyro-
compass alignment, but it requires another InS on the host vehicle and 
it may require special maneuvering of the host vehicle to attain observ-
ability of the alignment variables. It is commonly used for in-air InS 
alignment for missiles launched from aircraft and for on-deck InS align-
ment for aircraft launched from carriers. Alignment of carrier-launched 
aircraft may also use the direction of the velocity impulse imparted by 
the steam catapult.

4. GNSS-aided alignment, using position matching with GnSS to estimate 
the alignment variables. It is an integral part of integrated GnSS/InS 
implementations. It does not require the host vehicle to remain station-
ary during alignment, but there will be some period of time after turn-on 
(a few minutes, typically) before system navigation errors settle to 
acceptable levels.

3.7.2.3  Gyrocompass Alignment  Gyrocompass alignment is the only one 
of those listed above requiring no external aiding. Gyrocompass alignment is 

Fig. 3.13 Gyrocompassing determines sensor orientations with respect to east, north, 
and up.
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not necessary for integrated GnSS/InS, although many InSs may already be 
configured for it.

Accuracy A rough rule of thumb for gyrocompass alignment accuracy is

 σ σ
σ

φgyrocompass acc
gyro

geodetic

2 2
2

2 215 ( )
,> +

cos
 (3.17)

where

σgyrocompass is the minimum achievable rMS alignment error in radians,
σacc is the rMS accelerometer accuracy in g’s,
σgyro is the rMS gyroscope accuracy in degrees per hour,
15 deg/h is the rotation rate of the earth, and
ϕgeodetic is the latitude at which gyrocompassing is performed.

Alignment accuracy is also a function of the time allotted for it, and the time 
required to achieve a specified accuracy is generally a function of sensor error 
magnitudes (including noise) and the degree to which the vehicle remains 
stationary.

Gimbaled Implementation Gyrocompass alignment for gimbaled systems is 
a process for aligning the inertial platform axes with the navigation coordi-
nates using only the sensor outputs, while the host vehicle is essentially station-
ary. For systems using Enu navigation coordinates, for example, the platform 
can be tilted until two of its accelerometer inputs are zero, at which time both 
input axes will be horizontal. In this locally leveled orientation, the sensed 
rotation axis will be in the north–up plane, and the platform can be slewed 
about the vertical axis to null the input of one of its horizontal gyroscopes,  
at which time that gyroscope input axis will point east–west. That is the  
basic concept used for gyrocompass alignment, but practical implementation 
requires filtering8 to reduce the effects of sensor noise and unpredictable zero-
mean vehicle disturbances due to loading activities and/or wind gusts.

Strapdown Implementation Gyrocompass alignment for strapdown systems 
is a process for “virtual alignment” by determining the sensor cluster attitude 
with respect to navigation coordinates using only the sensor outputs while the 
system is essentially stationary.

Error-Free Implementation If the sensor cluster could be firmly affixed to the 
earth and there were no sensor errors, then the sensed acceleration vector 

8The vehicle dynamic model used for gyrocompass alignment filtering can be “tuned” to include 
the major resonance modes of the vehicle suspension.
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aoutput in sensor coordinates would be in the direction of the local vertical, the 
sensed rotation vector ωoutput would be in the direction of the earth rotation 
axis, and the unit column vectors

 1U =
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,  (3.18)
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 1 1 1E N U= ⊗  (3.20)

would define the initial value of the coordinate transformation matrix from 
sensor-fixed coordinates to Enu coordinates:

 CENU
sensor = [ ]1 1 1E N U

T.  (3.21)

Practical Implementation In practice, the sensor cluster is usually mounted 
in a vehicle that is not moving over the surface of the earth but may be buf-
feted by wind gusts or disturbed during fueling and loading operations. Gyro-
compassing then requires some amount of filtering (Kalman filtering, as a rule) 
to reduce the effects of vehicle buffeting and sensor noise. The gyrocompass 
filtering period is typically on the order of several minutes for a medium-
accuracy InS but may continue for hours, days, or continuously for high-
accuracy systems.

3.7.3 Gimbal Attitude Implementations

The primary function of gimbals is to isolate the ISA from vehicle rotations, 
but they are also used for other InS functions.

3.7.3.1  Accelerometer Recalibration  navigation accuracy is very sensitive 
to accelerometer biases, which can shift due to thermal transients in turn-on/
turn-off cycles, and can also drift randomly over time. Fortunately, the gimbals 
can be used to calibrate accelerometer biases in a stationary 1-g environment. 
In fact, both bias and scale factor can be determined by using the gimbals  
to point the accelerometer input axis straight up and straight down, and 
recording the respective accelerometer outputs aup and adown. Then the bias 
abias = (aup + adown)/2 and scale factor s = (aup − adown)/2glocal, where glocal is the 
local gravitational acceleration.

3.7.3.2  Vehicle Attitude Determination  The gimbal angles determine the 
vehicle attitude with respect to the ISA, which has a controlled orientation 
with respect to navigation coordinates. Each gimbal angle encoder output 
determines the relative rotation of the structure outside the gimbal axis rela-
tive to the structure inside the gimbal axis; the effect of each rotation can be 
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represented by a 3 × 3 rotation matrix, and the coordinate transformation 
matrix representing the attitude of the vehicle with respect to the ISA will be 
the ordered product of these matrices.

For example, in the gimbal structure shown in Fig. 3.11(a), each gimbal 
angle represents an Euler angle for vehicle rotations about the vehicle roll, 
pitch, and yaw axes.

3.7.3.3  ISA Attitude  Control  Gimbals control ISA orientation. This is a 
3-degree-of-freedom problem, and the solution is unique for three gimbals; 
that is, there are three attitude control loops with (at least) three sensors (the 
gyroscopes) and three torquers. Each control loop can use a proportional, 
integral, and differential (PID) controller, with the commanded torque distrib-
uted to the three torquers according to the direction of the torquer/gimbal 
axis with respect to the gyro input axis, somewhat as illustrated in Fig. 3.14, 
where

disturbances includes the sum of all torque disturbances on the individual 
gimbals and the ISA, including those due to ISA mass unbalance and 
acceleration, rotations of the host vehicle, air currents, and torque motor 
errors.

gimbal dynamics is actually quite a bit more complicated than the rigid-
body torque equation

 t w= Minertia � ,

which is the torque analog of F = ma, where Minertia is the moment of inertia 
matrix. The IMu is not a rigid body, and the gimbal torque motors apply 
torques between the gimbal elements (i.e., ISA, gimbal rings, and host vehicle).

Fig. 3.14 Simplified control flow diagram for three gimbals.
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desired rates refer to the rates required to keep the ISA aligned to a 
moving coordinate frame (e.g., locally level).

resolve to gimbals is where the required torques are apportioned among 
the individual torquer motors on the gimbal axes. The actual control loop 
is more complicated than that shown in the figure, but it does illustrate 
in general terms how the sensors and actuators are used.

For systems using four gimbals to avoid gimbal lock, the added gimbal adds 
another degree of freedom to be controlled. In this case, the control law 
usually adds a fourth constraint (e.g., maximize the minimum angle between 
gimbal axes) to avoid gimbal lock.

3.7.4 Gimbaled Navigation Implementation

The signal flowchart in Fig. 3.15 shows the essential navigation signal process-
ing functions for a gimbaled InS with inertial sensor axes aligned to locally 
level coordinates, where

fspecific is the specific force (i.e., the sensible acceleration, exclusive of gravi-
tational acceleration) applied to the host vehicle.

Ωinertial is the instantaneous inertial rotation rate vector of the host vehicle.
A denotes a specific force sensor (accelerometer).
θj denotes the ensemble of gimbal angle encoders, one for each gimbal 

angle. There are several possible formats for the gimbal angles, including 
digitized angles, three-wire synchros signals, or sin/cos pairs.

G denotes an inertial rotation rate sensor (gyroscope).

Fig. 3.15 Essential navigation signal processing for gimbaled InS.
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PoSITIon is the estimated position of the host vehicle in navigation coor-
dinates (e.g., longitude, latitude, and altitude relative to sea level).

vEloCITy is the estimated velocity of the host vehicle in navigation 
coordinates (e.g., east, north, and vertical).

ATTITuDE is the estimated attitude of the host vehicle relative to locally 
level coordinates. For some three-gimbal systems, the gimbal angles are 
the Euler angles representing vehicle heading (with respect to north), 
pitch, and roll. output attitude may also be used to drive cockpit displays 
such as compass cards or artificial horizon indicators.

ACCElEroMETEr Error CoMPEnSATIon and GyroSCoPE 
Error CoMPEnSATIon denote the calibrated corrections for 
sensor errors. These generally include corrections for scale factor varia-
tions, output biases and input axis misalignments for both types of 
sensors, and acceleration-dependent errors for gyroscopes.

GrAvITy denotes the gravity model used to compute the acceleration 
due to gravity as a function of position.

CorIolIS denotes the acceleration correction for coriolis effect in rotat-
ing coordinates.

lEvElInG denotes the rotation rate correction to maintain locally level 
coordinates while moving over the surface of the earth.

EArTHrATE denotes the model used to calculate the earth rotation rate 
in locally level InS coordinates.

TorQuInG denotes the servo loop gain computations used in stabilizing 
the InS in locally level coordinates.

not shown in the figure is the input altitude reference (e.g., barometic altim-
eter or GPS) required for vertical channel (altitude) stabilization.

3.7.5 Strapdown Attitude Implementations

3.7.5.1  Strapdown Attitude Problems  Early on, strapdown systems tech-
nology had an “attitude problem,” which was the problem of representing 
attitude rate in a format amenable to accurate computer integration. The 
eventual solution was to represent attitude in different mathematical formats 
as it is processed from raw gyro outputs to the matrices used for transforming 
sensed acceleration to inertial coordinates for integration.

Figure 3.16 illustrates the resulting major gyro signal processing operations 
and the formats of the data used for representing attitude information. The 
processing starts with gyro outputs and ends with a coordinate transformation 
matrix from sensor coordinates to the coordinates used for integrating the 
sensed accelerations.

3.7.5.2  Coning Motion  This type of motion is a problem for attitude inte-
gration when the frequency of motion is near or above the sampling frequency. 
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It is usually a consequence of host vehicle frame vibration modes where the 
InS is mounted, and InS shock and vibration isolation is often designed to 
eliminate or substantially reduce this type of rotational vibration.

Coning motion is an example of an attitude trajectory (i.e., attitude as a 
function of time) for which the integral of attitude rates does not equal the 
attitude change. An example trajectory would be
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where

θcone is called the cone angle of the motion,
Ωconing is the coning frequency of the motion, as illustrated in Fig. 3.17.

The coordinate transformation matrix from body coordinates to inertial coor-
dinates (Eq. B.112 of Appendix B) will be
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Fig. 3.16 Strapdown attitude representations.
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and the measured inertial rotation rates in body coordinates will be
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The integral of ωbody
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which is what a rate integrating gyroscope would measure.

Fig. 3.17 Coning motion.
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The solutions for θcone = 0.1° and Ωconing = 1 kHz are plotted over one cycle 
(1 ms) in Fig. 3.18. The first two components are cyclical, but the third compo-
nent accumulates linearly over time at about −1.9 × 10−5 rad in 10−3 s, which is 
a bit more than −1 deg/s. This is why coning error compensation is important.

3.7.5.3  Rotation Vector Implementation  This implementation is primarily 
used at a faster sampling rate than the nominal sampling rate (i.e., that required 
for resolving measured accelerations into navigation coordinates). It is used 
to remove the nonlinear effects of coning and skulling motion that would 
otherwise corrupt the accumulated angle rates over the nominal intersample 
period. This implementation is also called a “coning correction.”

Bortz Model for Attitude Dynamics This exact model for attitude integration 
based on measured rotation rates and rotation vectors was developed by John 
Bortz [1]. It represents ISA attitude with respect to the reference inertial 
coordinate frame in terms of the rotation vector ρ required to rotate the refer-
ence inertial coordinate frame into coincidence with the sensor-fixed coordi-
nate frame, as illustrated in Fig. 3.19.

The Bortz dynamic model for attitude then has the form

 �r w w r= + ( )fBortz , ,  (3.29)

Fig. 3.18 Coning error for 0.1° cone angle, 1-kHz coning rate.
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where ω is the vector of measured rotation rates. The Bortz “noncommutative 
rate vector”

 fBortz w r r w
r

r r
r

r r w,
sin( )

[ cos( )]
( ) = ⊗ + −

−








⊗ ⊗( )1
2

1
1
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Equation 3.29 represents the rate of change of attitude as a nonlinear differ-
ential equation that is linear in the measured instantaneous body rates ω. 
Therefore, by integrating this equation over the nominal intersample period 
[0, Δt] with initial value ρ(0) = 0, an exact solution of the body attitude change 
over that period can be obtained in terms of the net rotation vector

 ∆ ∆
∆

r r r wt s s ds
t

( ) = ( ) ( )( )∫ � , ,
0

 (3.32)

which avoids all the noncommutativity errors and satisfies the constraint of 
Eq. 3.31 so long as the body cannot turn 180° in one sample interval Δt. In 
practice, the integral is done numerically with the gyro outputs ω1, ω2, ω3 
sampled at intervals δt = Δt. The choice of δt is usually made by analyzing the 
gyro outputs under operating conditions (including vibration isolation), and 
selecting a sampling freqency 1/δt well above the nyquist frequency for the 
observed attitude rate spectrum. The frequency response of the gyros also 
enters into this design analysis.

Fig. 3.19 rotation vector representing coordinate transformation.
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The MATlAB® function fBortz.m on the accompanying website calcu-
lates fBortz(ω) defined by Eq. 3.30.

3.7.5.4  Quaternion  Implementation  The quaternion representation of 
vehicle attitude is the most reliable, and it is used as the “holy point” of attitude 
representation. Its value is maintained using the incremental rotations Δρ from 
the rotation vector representation, and the resulting values are used to gener-
ate the coordinate transformation matrix for accumulating velocity changes in 
inertial coordinates.

Quaternions represent three-dimensional attitude on the three-dimensional 
surface of the four-dimensional sphere, much like two-dimensional directions 
can be represented on the two-dimensional surface of the three-dimensional 
sphere.

Converting Incremental Rotations to Incremental Quaternions An incremen-
tal rotation vector Δρ from the Bortz coning correction implementation of Eq. 
3.32 can be converted to an equivalent incremental quaternion Δq by the 
operations
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Quaternion Implementation of Attitude Integration If

qk−1 is the quaternion representing the prior value of attitude,
Δq is the quaternion representing the change in attitude, and
qk is the quaternion representing the updated value of attitude,

then the update equation for quaternion representation of attitude is

 q q q qk k= × ×−
∗∆ ∆1 ,  (3.38)

where the post superscript * represents the conjugate of a quaternion,
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3.7.5.5  Direction Cosines Implementation  The coordinate transformation 
matrix Cinertial

body  from body-fixed coordinates to inertial coordinates is needed 
for transforming discretized velocity changes measured by accelerometers into 
inertial coordinates for integration. The quaternion representation of attitude 
is used for computing Cinertial

body .

Quaternions to Direction Cosines Matrices The direction cosines matrix 
Cinertial

body  from body-fixed coordinates to inertial coordinates can be computed 
from its equivalent unit quaternion representation,
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3.7.5.6  MATLAB® Implementations  The diagram in Fig. 3.20 shows four 
different representations used for relative attitudes and the names of the 
MATlAB® script m-files (i.e., with the added ending .m) on the accompanying 
website for transforming from one representation to another.

3.7.6 Strapdown Navigation Implementation

The basic signal processing functions for strapdown InS navigation are dia-
grammed in Fig. 3.21, where the common symbols used in Fig. 3.15 have the 
same meaning as before, and

G is the estimated gravitational acceleration, computed as a function of 
estimated position.

PoSnAv is the estimated position of the host vehicle in navigation 
coordinates.

vElnAv is the estimated velocity of the host vehicle in navigation 
coordinates.

ACCnAv is the estimated acceleration of the host vehicle in navigation 
coordinates, which may be used for trajectory control (i.e., vehicle 
guidance).

ACCSEnSor is the estimated acceleration of the host vehicle in sensor-fixed 
coordinates, which may be used for steering stabilization and control.

CNAV
SENSOR is the 3 × 3 coordinate transformation matrix from sensor-fixed 
coordinates to navigation coordinates, representing the attitude of the 
sensors in navigation coordinates.

ΩSEnSor is the estimated angular velocity of the host vehicle in sensor-fixed 
coordinates, which may be used for vehicle attitude stabilization and 
control.

Fig. 3.20 Attitude representation formats and MATlAB® transformations.
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ΩnAv is the estimated angular velocity of the host vehicle in navigation 
coordinates, which may be used in a vehicle pointing and attitude control 
loop.

The essential processing functions include double integration (represented by 
boxes containing integration symbols) of acceleration to obtain position, and 
computation of (unsensed) gravitational acceleration as a function of position. 
The sensed angular rates also need to be integrated to maintain the knowledge 
of sensor attitudes. The initial values of all the integrals (i.e., position, velocity, 
and attitude) must also be known before integration can begin.

The position vector PoSnAv is the essential navigation solution. The other 
outputs shown are not needed for all applications, but most of them (except 
ΩnAv) are intermediate results that are available “for free” (i.e., without requir-
ing further processing). The velocity vector vElnAv, for example, characterizes 
speed and heading, which are also useful for correcting the course of the host 
vehicle to bring it to a desired location. Most of the other outputs shown would 
be required for implementing control of an unmanned or autonomous host 
vehicle to follow a desired trajectory and/or to bring the host vehicle to a 
desired final position.

navigation functions that are not shown in Fig. 3.21 include

1. How initialization of the integrals for position, velocity, and attitude is 
implemented. Initial position and velocity can be input from other 

Fig. 3.21 Essential navigation signal processing for strapdown InS.
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sources (e.g., GnSS), and attitude can be inferred from some form of 
trajectory matching (e.g., using GnSS) or by gyrocompassing.

2. How attitude rates are integrated to obtain attitude, described in Section 
3.7.5.

3. For the case that navigation coordinates are earth-fixed, the computation 
of navigational coordinate rotation due to earthrate as a function of 
position, and its summation with sensed rates before integration.

4. For the case that navigation coordinates are locally level, the com-
putation of the rotation rate of navigation coordinates due to vehicle 
horizontal velocity, and its summation with sensed rates before 
integration.

5. Calibration of the sensors for error compensation. If the errors are  
sufficiently stable, it needs to be done only once. otherwise, it can be 
implemented using GnSS/InS integration techniques (Chapter 12).

Figure 3.22 is a process flow diagram for the same implementation, arranged 
such that the variables available for other functions is around the periphery. 
These are the sorts of variables that might be needed for driving GnSS phase-
tracking, cockpit displays, antennas, weaponry, sensors, or other surveillance 
assets.

3.7.7 Navigation Computer and Software Requirements

It is not a problem today, but throughout the early history of InS development, 
the pace of computer development had been a limiting factor in InS develop-
ment. There was no computer industry until the 1950s, no flight-qualified 
computers until the 1960s, and no suitable microprocessor technology until the 
1970s.

The following subheadings list some of the requirements placed on naviga-
tion computers and software that tend to set them apart.

Fig. 3.22 outputs (in angular brackets) of simple strapdown InS.
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3.7.7.1  Physical and Operational Requirements  These include

1. size, weight, form factor, available input power;
2. environmental conditions such as shock/vibration, temperature, electro-

magnetic interference (EMI);
3. memory (how much and how fast), throughput (operations/s), word 

length/precision;
4. time required between power-on and full operation, and minimum time 

between turn-off and turn-on (e.g., some vehicles shut down all power 
during fueling);

5. reliability, shelf life and storage requirements;
6. operating life; some applications (e.g., missiles) have operating lifetimes 

of minutes or seconds, others (e.g., military and commercial aircraft) may 
operate nearly continuously for decades; and

7. additional application-specific requirements, such as radiation hardening 
or the ability to function during high dynamic loading.

Most of these and their associated system interfaces have largely been stan-
dardized today, especially for military applications.

3.7.7.2  Operating  Systems  Inertial navigation is a real-time process. The 
tasks of sampling the sensor outputs and of integrating attitude rates, accelera-
tions, and velocities must be scheduled at precise time intervals, and the results 
must be available after limited delay times. The top-level operating system that 
prioritizes and schedules these and other tasks must be a real-time operating 
system (rToS). It may also be required to communicate with other computers 
in various ways.

3.7.7.3  Interface  Requirements  These include not only the operational 
interfaces to sensors and displays but may also include communications inter-
faces and specialized computer interfaces to support navigation software 
development and verification.

3.7.7.4  Software Development  Because InS failures could put host vehicle 
crews and passengers at risk, it is very important during system development 
to demonstrate high reliability of the software. Ada is often used as the pro-
gramming language because it has many built-in features to assure compliance. 
InS software is usually developed offline on a general-purpose computer 
interfaced to the navigation computer. Software development environments 
for InS typically include code editors, cross compilers, navigation computer 
emulators, hardware simulators, hardware-in-the-loop interfaces and special-
ized source-code-online interfaces to the navigation computer for monitoring, 
debugging and verifying the navigation software on the navigation computer. 
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Software developed for manned missions must be acceptably reliable, which 
requires metrics for demonstrating reliability and testing for verification.

3.8 INS PERFORMANCE STANDARDS

3.8.1 Free Inertial Operation

operation of an InS without external aiding of any sort is called free inertial 
or pure inertial. Because free inertial navigation in the near-earth gravitational 
environment is unstable in the vertical direction (due to the falloff of gravity 
with increasing altitude), aiding by other sensors (e.g., barometric altimeters 
for aircraft or surface vehicles, radar altimeters for aircraft over water, or 
hydrostatic pressure for submersibles) is required to avoid vertical error insta-
bility. For that reason, performance of free InSs is usually specified for hori-
zontal position errors only.

3.8.2 INS Performance Metrics

Oversimplified error model: InS position is initialized by knowing where you 
are starting from at initial time t0. The position error may start out very small, 
but it tends to increase with time due to the influence of sensor errors. Double 
integration of accelerometer output errors is a major source of this growth 
over time. Experience has shown that the variance and standard deviation of 
horizontal position error,

 s position
2

0
2( )t t t∝ −( )  (3.43)

 s position( ) ,t C t t≈ × − 0  (3.44)

with unknown positive constant C. This constant C would then characterize 
performance of an InS in terms of how fast its rMS position error grows.

A problem with this model is that actual horizontal InS position errors are 
two-dimensional, and we would need a 2 × 2 covariance matrix in place of C. 
That would not be very useful in practice. As an alternative, we replace C with 
something more intuitive and practical.

CEP is the radius of a horizontal circle centered at the estimated position, 
and of sufficient radius such that it is equally probable that the true 
horizontal position is inside or outside the circle. CEP is the acronym for 
either circular error probable or for circle of equal probability, depend-
ing on which is easier to remember.

CEP rate is the time rate of change of CEP. Traditional units of CEP rate 
are nautical miles per hour or kilometers per hour. The nautical mile was 
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originally intended to designate a surface distance equivalent to 1 arc 
minute of latitude change at sea level, but that depends on latitude. The 
Système International (SI)-derived nautical mile is 1.852 km.

3.8.3 Performance Standards

In the 1970s, before GPS became a reality, the u.S. Air Force had established 
the following standard levels of performance for InS:

High-accuracy systems have free inertial CEP rates in the order of 0.1 nmi/h 
(≈185 m/h) or better. This is the order of magnitude in accuracy required 
for intercontinental ballistic missiles (ICBMs) and missile-carrying sub-
marines, for example.

Medium-accuracy systems have free inertial CEP rates in the order of 
1 nmi/h (≈1.85 km/h). This is the level of accuracy deemed sufficient for 
most military and commercial aircraft [2].

Low-accuracy systems have free inertial CEP rates in the order of 10 nmi/h 
(≈18.5 km/h) or worse. This range covered the requirements for many 
short-range standoff weapons such as guided artillery or tactical rockets.

Table 3.2 lists accelerometer and gyroscope performance ranges compatible 
with the standards.

However, after GPS became available, GPS/InS integration could make a 
low-accuracy InS behave more like a high-accuracy InS.

3.9 TESTING AND EVALUATION

The final stage of the development cycle is testing and performance evaluation. 
For stand-alone inertial systems, this usually proceeds from the laboratory to 
a succession of host vehicles, depending on the application.

3.9.1 Laboratory Testing

laboratory testing is used to evaluate sensors before and after their instal-
lation in the ISA, and then to evaluate the system implementation during 

TABLE 3.2. INS and Inertial Sensor Performance Ranges

System or Sensor

Performance ranges

unitsHigh Medium low

InS ≤10−1 ≈1 ≥10 nmi/ha

Gyroscopes ≤10−3 ≈10−2 ≥10−1 deg/h
Accelerometers ≤10−7 ≈10−6 ≥10−5 g (9.8 m/s2)

anautical miles per hour CEP rate.
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operation. The navigation solution from a stationary system should remain 
stationary, and any deviation is due to navigation errors. Testing with the 
system stationary can also be used to verify that position errors due to inten-
tional initial velocity errors follow a path predicted by Schuler oscillations 
(≈84.4-min period, described in Chapter 11) and the Coriolis effect. If not, 
there is an implementation error. other laboratory testing may include con-
trolled tilts and rotations to verify the attitude estimation implementations, 
and detect any uncompensated sensitivities to rotation and acceleration.

Additional laboratory testing may be required for specific applications. 
Systems designed to operate aboard navy ships, for example, may be required 
to meet their performance requirements under dynamic disturbances at least 
as bad as those to be expected aboard ships under the worst sea conditions. 
This may include what is known as a “Scoresby test,” used at the u.S. naval 
observatory in the early twentieth century for testing gyrocompasses. Test 
conditions may include roll angles of ±80° and pitch angles of ±15°, at varying 
periods in the order of a second.

Drop tests (for survival testing) and shake-table or centrifuge tests (for 
assessing acceleration capabilities) can also be done in the laboratory.

3.9.2 Field Testing

After laboratory testing, systems are commonly evaluated next in highway 
testing.

Systems designed for tactical aircraft must be designed to meet their per-
formance specifications under the expected peak dynamic loading, which is 
generally determined by the pilot’s limitations.

Systems designed for rockets must be tested under conditions expected 
during launch, sometimes as a “piggyback” payload during the launch of a 
rocket for another purpose. Accelerations can reach around 3 g for manned 
launch vehicles, and much higher for unmanned launch vehicles.

In all cases, GnSS has become an important part of field instrumentation. 
The Central Inertial Guidance Test Facility (CIGTF) at Holoman AFB has 
elaborate range instrumentation for this purpose. This facility is used by nASA 
and Department of Defense (DoD) agencies for InS and GnSS/InS testing 
in a range of host vehicles.

3.10 SUMMARY

 1. Inertial navigation has a rich technology base—more than can be 
covered in a single book, and certainly not in one chapter. unfor-
tunately, some of best technology is either classified or proprietary. 
otherwise, there is some good open-source literature:
(a) Titterton and Weston [9] is a good source for additional informa-

tion on strapdown hardware and software.
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(b) Paul Savage’s two-volume tome [8] on strapdown system imple-
mentations is also rather thorough.

(c) Chapter 5 of ref. 3 and the references therein include some recent 
developments.

(d) Journals of the Institute of Electrical and Electronics Engineers 
(IEEE), Institution of Electrical Engineers (IEE), Institute of nav-
igation, and other professional engineering societies generally have 
the latest developments on inertial sensors and systems.

(e) In addition, the World Wide Web includes many surveys and reports 
on inertial sensors and systems.

 2. Inertial navigation accuracy is mostly limited by inertial sensor 
accuracy.

 3. The accuracy requirements for inertial sensors cannot always be met 
within manufacturing tolerances. Some form of calibration is usually 
required for compensating the residual errors.

 4. InS accuracy degrades over time, and the most accurate systems gener-
ally have the shortest mission times. For example, ICBMs only need 
their inertial systems for a few minutes.

 5. Performance of inertial systems is commonly specified in terms of CEP 
rate.

 6. Accelerometers cannot measure gravitational acceleration.
 7. Both inertial and satellite navigation require accurate models of the 

earth’s gravitational field.
 8. Both navigation modes also require an accurate model of the shape of 

the earth.
 9. The first successful navigation systems were gimbaled, in part because 

the computer technology required for strapdown implementations was 
decades away. That has not been a problem for about four decades.

10. Gimbaled systems tend to be more accurate and more expensive than 
strapdown systems.

11. The more reliable attitude implementations for strapdown systems use 
quaternions to represent attitude.

12. Systems traditionally go through a testing and evaluation process to 
verify performance.

13. Before testing and evaluation of an InS, its expected performance is 
commonly evaluated using the analytical models of Chapter 11.

PROBLEMS

refer to Appendix B for coordinate system definitions and satellite orbit 
equations.
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3.1 Which, if any, of the following coordinate systems is not rotating?

(a) nED

(b) Enu

(c) ECEF

(d) ECI

(e) Moon-centered, moon-fixed.

3.2 What is the minimum number of two-axis gyroscopes (i.e., gyroscopes 
with two, independent, orthogonal input axes) required for inertial 
navigation?

(a) 1

(b) 2

(c) 3

(d) not determined.

3.3 What is the minimum number of gimbal axes required for gimbaled 
inertial navigators in fully maneuverable host vehicles? Explain your 
answer.

(a) 1

(b) 2

(c) 3

(d) 4

3.4 Define specific force.

3.5 An ISA operating at a fixed location on the surface of the earth would 
measure

(a) no acceleration

(b) 1 g acceleration downward

(c) 1 g acceleration upward.

3.6 Explain why an InS is not a good altimeter.

3.7 The inertial rotation rate of the earth is

(a) 1 revolution per day

(b) 15 deg/h

(c) 15 arc seconds/s

(d) ≈15.0411 arc seconds/s.
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3.8 Define the CEP and the CEP rate for an InS.

3.9 The CEP rate for a medium-accuracy InS is in the order of

(a) 2 m/s

(b) 200 m/h

(c) 2000 m/h

(d) 20 km/h

3.10 In the one-dimensional line land world of Section 3.7.1, an InS requires 
no gyroscopes. How many gyroscopes would be required for two-
dimensional navigation in flat land?

3.11 Derive the equivalent formulas in terms of Y (yaw angle), P (pitch angle), 
and R (roll angle) for unit vectors 1R, 1P, 1Y in nED coordinates and 1N, 
1E, 1D in rPy coordinates.

3.12 Explain why accelerometers cannot sense gravitational accelerations.

3.13 Show that the matrix Cinertial
body  defined in Eq. 3.42 is orthogonal by showing 

 that C C Iinertial
body

inertial
body T× = , the identity matrix. (Hint: use q q q q0

2
1
2

2
2

3
2 1+ + + =

 q q q q0
2

1
2

2
2

3
2 1+ + + = .)

3.14 Calculate the numbers of computer multiplies and adds required for

(a) gyroscope scale factor/misalignment/bias compensation (Eq. 3.4 with 
N = 3),

(b) accelerometer scale factor/misalignment/bias compensation (Eq. 3.4 
with N = 3), and

(c) transformation of accelerations to navigation coordinates (Fig. 3.22) 
using quaternion rotations (see Appendix B section on quaternion 
algebra).

If the InS performs these 100 times per second, how many operations per 
second will be required?
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Why are the global navigation satellite system (GNSS) signals so complex? 
GNSSs are designed to be readily accessible to millions of military and civilian 
users. The GNSSs are receive-only passive systems that enable a very large 
number of users to simultaneously use the system. Because there are many 
functions that must be performed, the GNSS signals have a rather complex 
structure. As a consequence, there is a correspondingly complex sequence of 
operations that a GNSS receiver must carry out in order to extract and utilize 
the desired information from the signal. Modernized GPS and other GNSSs 
have improved upon the legacy GPS waveform in terms of multipath, correla-
tion, and overall performance. In this chapter, we characterize the signal math-
ematically, describe the purposes and properties of the important signal 
components, and discuss generic methods for extracting information from 
these GNSS navigation signals.

This chapter will begin with a presentation of the legacy GPS signals, fol-
lowed by the modernized GPS signals. Discussions of the Global Orbiting 
Navigation Satellite System (GLONASS), Galileo, Compass/BeiDou (BD), 
and the Quasi-Zenith Satellite System (QZSS) follow.
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4.1 LEGACY GPS SIGNAL COMPONENTS, PURPOSES, 
AND PROPERTIES

The GPS is a code-division multiple access (CDMA) satellite-based ranging 
system. The system is considered a spread-spectrum system where the radio 
frequency (rF) bandwidth that is used is much wider than as required to 
transmit the underlying navigation data. The GPS has two basic services that 
are provided by the legacy GPS: the Standard Positioning Service (SPS) [1] 
and the Precise Positioning Service (PPS).

The legacy GPS signals in space are well documented by the u.S.  
Department of Defense in the form of an interface specification (IS). This  
IS provides basic characteristics of the signal in space and information  
on how user equipment should interface to and process the navigation  
signals [2].

The interface between the GPS space and user segments consists of two rF 
links, L1 and L2. The carriers of the L-band links can be modulated by two 
navigation data bit streams, each of which normally is a composite generated 
by the modulo-2 addition of a pseudorandom noise (PrN) ranging code and 
the downlink system navigation data. utilizing these links, the space vehicles 
(SVs) of the GPS space segment can provide continuous Earth coverage of 
navigation signals that provide the user segment the ranging codes and system 
data needed for the user to calculate a position, velocity, and time solution. 
These signals are available to a suitably equipped GPS user with rF visibility 
to the SVs.

4.1.1 Mathematical Signal Models for the Legacy GPS Signals

Each GPS satellite simultaneously transmits on two of the legacy L-band 
frequencies denoted by L1 and L2, which are 1575.42 and 1227.60 MHz, 
respectively. The carrier of the L1 signal consists of two signal components 
that are orthogonal (i.e., cos and sin functions in quadrature). The first com-
ponent is biphase modulated (i.e., binary phase shift keying [BPSK]) by a 
50-bps (bits per second) navigation data stream and a PrN spreading code, 
called the C/A-code, consisting of a 1023-chip sequence that has a period of 
1 ms and a chipping rate of 1.023 MHz. The second component is also biphase 
modulated by the same 50-bps data stream but with a different PrN code 
called the P(Y)-code, which has a 10.23-MHz chipping rate and has a 1-week 
period. While the native P-code can be transmitted without data encryption, 
when the P-code is encrypted, it is referred to as the P(y)-code. The mathe-
matical model of the GPS navigation signal on the L1 frequency is shown in 
Eq. 4.1, for each SV i:

 s t P d t c t t P d t p t ti i i i i( ) ( ) ( )cos( ) ( ) ( )sin( ),( )= + + +2 2C/A P Yω θ ω θ  (4.1)
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where

PC/A = power in C/A-encoded component
PP(y) = power in P(y)-encoded component
d(t) = navigation date at 50-bps rate
ci(t) = C/A PrN code at 1.023-MHz rate for SV i
pi(t) = P PrN code at 10.23-MHz rate for SV i
ω = carrier frequency (rad/s)

In Eq. 4.1, PC/A and PP(y) are the respective carrier powers for the C/A- and 
P(y)-encoded carrier components. The data, d(t), is the 50-bps navigation data 
modulation; c(t) and p(t) are the respective C/A and P PrN code waveforms; 
ω is the L1 carrier frequency in radian per second; and θ is a common phase 
shift in radians at the respective carrier frequency. The C/A-code carrier com-
ponent lags the P-code carrier component by 90° when both data chips are 0 
(i.e., −1). The carrier power for the P-code carrier is approximately 3 dB less 
than the power in the C/A-code carrier [2].

In contrast to the L1 signal, the L2 signal is modulated with only the naviga-
tion data at the 50-bps rate and the P(y)-code, although there is the option 
of not transmitting the 50-bps data stream. The mathematical model of the L2 
waveform is shown in Eq. 4.2 for each SV i:

 s t P d t p t ti i i( ) ( ) ( )sin( ),( )= +2 P Y ω θ  (4.2)

where

PP(y) = power in P(y)-encoded component
d(t) = navigation date at 50-bps rate
pi(t) = P PrN code at 10.23-MHz rate for SV i
ω = carrier frequency (rad/s).

Figure 4.1 illustrates a function block diagram of how the legacy GPS signals 
are generated at L1 and L2. Both of the output signals go to their respective 
power amplifiers and are then combined for transmission out of the GPS helix 
antenna array. The gain adjustments depicted in Fig. 4.1 as negative values 
would be implemented in the generation of the signals themselves and not as 
actual attenuation.

It is worthy to note that all signals generated are from the same reference 
oscillator, and this reference oscillator is divided by integer numbers for the 
C/A-code clock, P(y)-code clock, navigation data register clock, and multi-
plied up by an integer number for the L1 and L2 carrier signals. This helps  
in the synthesizer and clock designs as well as in maintaining code to carrier 
coherency.
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Fig. 4.1 Block diagram of GPS signal generation at L1 and L2 frequencies. Note: All 
signals coherent with reference oscillator.
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Figure 4.2 illustrated the C/A-encoded structure on the L1 carrier signal. 
The 50-bps navigation data bit boundaries always occur at an epoch of the 
C/A-code. The C/A-code epochs mark the beginning of each period of the 
C/A-code, and there are precisely 20 code epochs per data bit, which simply 
repeats 20 times. Within each C/A-code chip, there are precisely 1540 L1 
carrier cycles. The navigation data and code are multiplied together (imple-
mented digitally with a modulo addition) and are then multiplied by the 
carrier signal. When (d(t) ⊕ c(t)) is a “1,” simple the phase of the carrier is 
unaffected, but when (d(t) ⊕ c(t)) is a “–1,” the phase of the carrier is inverted 
by 180° to produce the BPSK modulation.

Figure 4.3 illustrated the P(y)-encoded structure on the L1 carrier, with the 
navigation data bits. This modulation process is similar to the C/A signal 
encoding with some key differences. The carrier competent for the P(y)-code 
signal is in quadrature (i.e., is orthogonal) to that used for the C/A-code gen-
eration. Also, the P(y) is more random and does not repeat within a navigation 
data bit interval, and there will be a total of 204,600 P(y)-code chips within a 
navigation data bit of duration 20 ms; again, the P(y) is in alignment with the 
data bit boundaries. The P(y)-code runs at a 10 times faster rate than that of 
the C/A-code. Hence, there will be less carrier cycles per chip in the final signal. 
For the GPS L1 P(y) signal, there are exactly 154 L1 carrier cycles per P(y) 
chip. BPSK modulation is again performed.
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Fig. 4.3 GPS P(y) signal structure at L1 generation illustration.
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Fig. 4.2 GPS C/A signal structure at L1 generation illustration.
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When the C/A-encoded signal is combined with the P(y)-encoded signal, 
there are two, synchronized BPSK signals transmitted in quadrature. This 
feature allows these two signals to be separated in the GPS receiver.

4.1.2 Navigation Data Format

The navigation data bit stream running at a 50-bps rate conveys the navigation 
message that is determined by the GPS Ground Control Segment and uploaded 
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to each satellite. This navigation information is then encoded onto the naviga-
tion signals and transmitted to the users. The navigation message includes, but 
is not limited to, the following information:

1. Satellite Almanac Data. Each satellite transmits orbital data called the 
almanac, which enables the user to calculate the approximate location 
of every satellite in the GPS constellation at any given time. Almanac 
data are not accurate enough to determine an accurate user position but 
can be stored in a receiver where they remain valid for many months, 
for their intended purpose. They are used primarily to determine which 
satellites are visible at an estimated location so that the receiver can 
search for those satellites when it is first turned on. They can also be used 
to determine the approximate expected signal Doppler shift to aid in 
rapid acquisition of the satellite signals. Every GPS satellite transmits 
almanac data about the GPS constellation (i.e., about all the other satel-
lites, including itself.) Almanac data include the satellite orbital (i.e., 
position) and satellite clock error course data.

2. Satellite Ephemeris Data. Ephemeris data are similar to almanac data 
but enable a much more accurate determination of satellite position 
needed to convert signal propagation delay into an estimate of user posi-
tion. Satellite ephemeris data include details on the position of the satel-
lite (i.e., orbital ephemeris data) and details on the satellite’s clock error 
(i.e., clock ephemeris data). In contrast to almanac data, ephemeris data 
for a particular satellite are broadcast only by that satellite and the data 
are typically valid for many hours (e.g., 0–24 hrs).

3. Signal Timing Data. The navigation data stream includes time tagging, 
which is used to establish the transmission time of specific points on the 
GPS signal. This information is needed to determine the satellite-to-user 
propagation delay used for ranging.

4. Ionosphere Delay Data. ranging errors due to the signal propagation 
delay through the earth’s ionosphere can affect GPS positioning. While 
these effects can be measured directly for dual-frequency GPS users, 
they must be modeled for single-frequency users. To help mitigate these 
effects, ionosphere error perditions are encoded into the navigation 
message that can be decoded and applied by the user to partially cancel 
these errors.

5. Satellite Health Message. The navigation data stream also contains infor-
mation regarding the current health of the satellite, so that the receiver 
can ignore that satellite if it is not operating properly.

The format of the navigation message has a basic frame structure as shown  
in Fig. 4.4. The format consists of 25 frames, where a frame contains 1500 bits. 
Each frame is subdivided into five 300-bit subframes, and each subframe con-
sists of 10 words of 30 bits each, with the most significant bit (MSB) of the 
word transmitted first. Thus, at the 50-bps rate, it takes 6 s to transmit a sub-
frame and 30 s to complete one frame. Transmission of the complete 25-frame 
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navigation message requires 750 s, or 12.5 min. Except for occasional updating, 
subframes 1, 2, and 3 are constant (i.e., repeat) with each frame at the 30-s 
frame repetition rate. On the other hand, subframes 4 and 5 are each subcom-
mutated 25 times. The 25 versions of subframes 4 and 5 are referred to as pages 
1–25. Hence, except for occasional updating, each of these pages repeats every 
750 s, or 12.5 min.

A detailed description of all information contained in the navigation 
message is beyond the scope of this text but can be found in ref. 2. Therefore, 
we give only an overview of the fundamental elements. Each subframe begins 
with a telemetry word (TLM). The first 8 bits of the TLM is a preamble that 
enables the receiver to determine when a subframe begins and for data recov-
ery purposes. The remainder of the TLM contains parity bits and a telemetry 
message that is available only to authorized users. The second word of each 
subframe is called the handover word (HOW).

4.1.2.1  Z-Count  Information contained in the HOW is derived from a 29-
bit quantity called the Z-count. The Z-count is not transmitted as a single word, 
but part of it is transmitted within the HOW. The Z-count counts epochs gen-
erated by the X1 register of the P-code generator in the satellite, which occur 
every 1.5 s.

The 19 least significant bits (LSBs) of the Z-count is called the time of week 
(TOW) count and indicate the number of X1 epochs that have occurred since 
the start of the current week. The start of the current week occurs at the X1 
epoch, which occurs at approximately midnight of Saturday night/Sunday 
morning. The TOW count increases from 0 at the start of the week to 403,199 
and then resets to 0 again at the start of the following week. A TOW count of 

Fig. 4.4 GPS navigation data format (legacy) frame structure. *Same data transmitted 
every frame, by each SV (until updated by CS). **Data commutated in each frame (i.e., 
page), common to all SVs (until updated by CS). Note: With multichannel receiver, data 
are decoded simultaneously from SVs.
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0 always occurs at the beginning of subframe 1 of the first frame (the frame 
containing page 1 of subcommutated subframes 4 and 5) [2].

A truncated version of the TOW count, containing its 17 MSBs, constitutes 
the first 17 bits of the HOW. Multiplication of this truncated count by 4 gives 
the TOW count at the start of the following subframe. Since the receiver can 
use the TLM preamble to determine precisely the time at which each subframe 
begins, a method for determining the time of transmission of any part of the 
GPS signal is thereby provided. The time projection to the next subframe 
beginning can also be used to rapidly acquire the P(y)-code, which has a 
week-long period. The relationship between the HOW counts and TOW counts 
is shown in Fig. 4.5.

4.1.2.2  GPS Week Number (WN)  The 10 MSBs of the Z-count contain the 
GPS week number (WN), which is a modulo-1024 week count. The zero state 
is defined to be the week that started with the X1 epoch occurring at approxi-
mately midnight on the night of January 5, 1980/morning of January 6, 1980, 
where GPS time began. Because WN is a modulo-1024 count, an event called 
the week rollover occurs every 1024 weeks (a few months short of 20 years), 
and GPS receivers must be designed to accommodate. The last GPS WN roll-
over occurred at GPS time zero on August 22, 1999 with few difficulties. The 
WN is not part of the HOW but instead appears as the first 10 bits of the third 
word in subframe 1.

Fig. 4.5 relationship between GPS HOW counts and TOW counts [2].

P(Y)-Code Epoch
(i.e., End/Start of GPS Week)

0      1      2      3      4      5      6      7      8 403,192 403,196           403,199
Time

Actual TOW Count (in Decimal Equivalents)

100,799                         0 1 2 3       Time

HOW Message TOW Count (in Decimal Equivalents)
(at Subframe Epochs)
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Frame and Subframe Identification Three bits of the HOW are used to iden-
tify which of the five subframes is being transmitted. The frame being transmit-
ted (corresponding to a page number from 1 to 25) can readily be identified 
from the TOW count computed from the HOW of subframe 5. This TOW 
count is the TOW at the start of the next frame. Since there are 6 TOW counts 
per frame, the frame number of that frame is simply (TOW/6) (mod 25).

4.1.2.3  Information by Subframe  In addition to the TLM and HOW, which 
occur in every subframe, the following information is contained within the 
remaining eight words of subframes 1–5 (only fundamental information is 
described):

1. Subframe 1. The WN portion of the Z-count is part of word 3 in this 
subframe. Subframe 1 also contains GPS clock correction data for the 
satellite in the form of polynomial coefficients defining how the correc-
tion varies with time. Time defined by the clocks in the satellite is com-
monly called SV time; the time after corrections have been applied is 
called GPS time. Thus, even though individual satellites may not have 
perfectly synchronized SV times, they do share a common GPS time. 
Additional information in subframe 1 includes the quantities toc, TGD, and 
issue of data clock (IODC). The clock reference time, toc, is used as a time 
origin to calculate satellite clock error. The TGD term is used to correct 
for satellite group delay errors for single-frequency GPS users, relative 
to an L1 and L2 dual-frequency P(y) user solution. The IODC indicates 
the issue number of the clock data intended to alert users to changes in 
clock error parameters provided by the navigation message.

2. Subframes 2 and 3. These subframes contain the ephemeris data, which 
are used to determine the precise satellite position and velocity required 
by the user solution. unlike the almanac data, these data are very precise, 
are valid over a relatively short period of time (e.g., 0–24 hours), and apply 
only to the satellite transmitting it. The issue of data ephemeris (IODE) 
informs users when changes in ephemeris parameters have occurred 
within the navigation data. Each time new parameters are uploaded from 
the GPS Ground Control Segment, the IODE number changes.

3. Subframe 4. The 25 pages of this subframe contain the almanac for satel-
lites with PrN numbers 25 and higher, as well as special messages,  
ionosphere correction terms, and coefficients to convert GPS time to 
coordinated universal time (uTC) time. There are also spare words for 
possible future applications. The components of an almanac (for orbit 
and clock) are very similar to those of the ephemeris but contain less 
bits. The satellite positions and SV clock error can be calculated in a 
similar fashion as is done using the accurate ephemeris data.

4. Subframe 5. The 25 pages of this subframe include the almanac for satel-
lites with PrN numbers from 1 to 24 and SV health information.
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It should be noted that since each satellite transmits all 25 pages, almanac data 
for all satellites are transmitted by every satellite. unlike ephemeris data, 
almanac data remain valid for long periods (e.g., months) but are much less 
precise. Additional data contained in the navigation message is the user range 
error (urE), which estimate the range error due to satellite ephemeris and 
timing errors (but no errors due to propagation) on a per SV i basis.

4.1.3 GPS Satellite Position Calculations

The precise positions of the GPS satellites are calculated by the GPS Ground 
Control Segment and then encode information pertaining to their positions in 
the navigation data bit stream, which is uploaded to the satellite and then 
broadcast to the user. The ephemeris parameters describe the orbit during the 
interval of time (at least 1 h) for which the parameters are transmitted. This 
representation model is characterized by a set of parameters that is an exten-
sion (including drag) to the Keplerian orbital parameters. The definitions of 
the parameters are given in Table 4.1.

After the GPS receiver has decoded these data, the precise positions of  
the satellites will be needed to enable the user solutions for position, velocity, 
and time determination. GPS uses an earth-centered, earth-fixed (ECEF) 
coordinate system with respect to a World Geodetic System 1984 (WGS84) 
datum using GPS time as established by the u.S. Naval Observatory. The SV 
positions and hence the user solutions will be with respect to these system 
references.

TABLE 4.1. Components of Ephemeris Data

Term Description unit

t0e reference time of ephemeris Second
a Square root of semimajor axis meter

e Eccentricity Dimensionless
i0 Inclination angle (at time t0e) Semicircle
Ω0 Longitude of the ascending node (at weekly epoch) Semicircle
ω Argument of perigee (at time t0e) Semicircle
M0 Mean anomaly (at time t0e) Semicircle
IDOT rate of change of inclination angle (i.e., di/dt) Semicircle/s
�Ω rate of change of longitude of the ascending node Semicircle/s
Δn Mean motion correction Semicircle/s
Cuc Amplitude of cosine correction to argument of latitude radian
Cus Amplitude of sine correction to argument of latitude radian
Crc Amplitude of cosine correction to orbital radius Meter
Crs Amplitude of sine correction to orbital radius Meter
Cic Amplitude of cosine correction to inclination angle radian
Cis Amplitude of sine correction to inclination angle radian
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TABLE 4.2. Algorithm for Computing Satellite Position

μ = 3.986005 × 1014 m3/s2 WGS84 value of Earth’s universal 
gravitational parameter

c = 2.99792458 × 108 m/s GPS value for speed of light
�Ωe = × −7 2921151467 10 5. /rad s WGS84 value of Earth’s rotation rate
π = 3.1415926535898 GPS value for ratio of circumference 
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True anomaly (solve for in each 
quadrant)

 7 ϕk = vk + ω Argument of latitude
 8 δϕk = Cus sin (2ϕk) + Cuc cos (2ϕk) Argument of latitude correction
 9 δrk = Crs sin (2ϕk) + Crc cos (2ϕk) radius correction
10 δik = Cis sin (2ϕk) + Cic cos (2ϕk) Inclination correction
11 uk = ϕk + δϕk Corrected argument of latitude
12 rk = a(1 − ecos Ek)+ δrk Corrected radius
13 ik = i0 + (di/dt)tk + δik Corrected inclination
14 Ω Ω Ω Ω Ωk e k e et t= + −( )( ) −0 0

� � � Corrected longitude of ascending node
15 ′ =x r uk k kcos In-plane x position (ECI frame)
16 ′ =y r uk k ksin In-plane y position (ECI frame)
17 x x y ik k k k k k= ′ − ′cos cos sinΩ Ω ECEF x coordinate
18 y x y ik k k k k k= ′ + ′sin cos cosΩ Ω ECEF y coordinate
19 z y ik k k= ′ sin ECEF z coordinate

The Keplerian and other GPS system parameter information decoded from 
the navigation data stream can be used by the GPS user to calculate the satel-
lite position with the algorithm outlined in Table 4.2. Overall, the user GPS 
receiver SV position calculation algorithm uses the data provided in the navi-
gation signal broadcast and calculates the position of the SV in the orbital 
plane (with respect to an earth-centered inertial [ECI] coordinate system) and 
then rotates this SV position into the ECEF coordinate frame. While the long 
list of equations in Table 4.2 looks a bit daunting at first glance, it is fairly 
straightforward, but a couple of items deserve additional discussion.
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Calculation of the satellite’s ECEF antenna phase center position is very 
sensitive to small perturbations in most ephemeris parameters. The sensitivity 
of position to the parameters a, Crc, and Crs, is about 1 m/m. The sensitivity 
to angular parameters is on the order of 108 m/semicircle and to the angular 
rate parameters on the order of 1012 m/semicircle/s. Because of this extreme 
sensitivity, when performing SV calculations in any GNSS system, it is very 
important to utilize the fixed parameters defined for the system and full preci-
sion (usually double precision) in the computation engine used. Some of these 
parameters are identified at the beginning of Table 4.2.

4.1.3.1  Ephemeris  Data  Reference  Time  Step  and  Transit  Time  Correc-
tion  The reference time for the ephemeris orbit data, t0e, represents the 
middle of the orbit fit, for which the ephemeris data are valid. When propagat-
ing the GPS SV position at a particular GPS time (t), the time index tk is used. 
Thus, tk can be positive or negative. With a time corrected GPS time t, the SV 
position will be the position of the SV at the time of transmission. Additionally, 
tk must account for beginning- or end-of-week crossovers. Thus, if tk is greater 
than 302,400 s, subtract 604,800 s from tk; if tk is less than −302,400 s, add 604,800 s 
to tk.

An additional compensation that must be made by the user to provide an 
accurate user solution is compensation for the transit time (ttransit), which is the 
finite amount of time it takes the SV signal to propagate from the satellite 
antenna to the user antenna. First, the transit time must be estimated. This can 
be done by the GPS receiver using the adjusted pseudorange measurement 
(removing the transmitter clock error and TGD for single frequency solution) 
and dividing by the speed of light. Propagation times are typically 68–83 ms, 
depending upon the aspect angle to the satellite. With the transit time, SV 
position compensations can be done by subtracting an additional rotation term 
to the corrected longitude of ascending node term of Table 4.2 by the amount 
of �Ωe transitt , to compensate for the transmit time.

4.1.3.2  True, Eccentric,  and Mean Anomaly  With the GPS satellite in a 
“circular orbit,” they are in reality in a slightly elliptical orbit that cannot be 
ignored. Orbit phase variables used for determining the position of a satellite 
in its elliptical orbit are illustrated in Fig. 4.6. The variable v in Fig. 4.8 is called 
the true anomaly in orbit mechanics. The problem of determining satellite 
position from these data and equations is called the Kepler problem. The 
hardest part of the Kepler problem is determining true anomaly as a function 
of time, which is nonlinear with respect to time. This problem was eventually 
solved by introducing two intermediate “anomaly” variables.

The eccentric anomaly (E) is defined as a geometric function of true anomaly, 
as shown in Fig. 4.6. Eccentric anomaly E is defined by projecting the satellite 
position on the elliptical orbit out perpendicular to the semimajor axis a and 
onto the circumscribed circle. Eccentric anomaly is then defined as the central 
angle to this projection point on the circle, as shown in Fig. 4.6.
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The mean anomaly (M) can be described as the arc length (in radians) the 
satellite would have traveled since the perigee passage if it were moving in 
the circumscribed circle at the mean average angular velocity n. (Perigee is 
the point where the satellite is closest to the earth.) The mean anomaly can 
then be defined as shown in Eq. 4.3, which is a linear function of time:

 M t
t t

T
( )

( )
.=

−2π perigee

period
 (4.3)

In Eq. 4.3, t is the time in seconds where the true anomaly is to be deter-
mined, tperigee is the time when the satellite was at its perigee, and Tperiod is the 
period of the satellite orbit, in seconds to complete one full orbit. From this 
equation, calculating mean anomaly as a function of time is relatively easy, but 
the solution for true anomaly as a function of eccentric anomaly is much more 
difficult.

For the low eccentricities of GPS orbits, the numerical values of the true, 
eccentric, and mean anomalies are quite close together. However, the precision 
required in calculating true anomaly will require that they be treated as sepa-
rate variables.

4.1.3.3  Kepler’s  Equation  for  the  Eccentric  Anomaly  One equation in 
Table 4.2, shown below in Eq. 4.4, is called Kepler’s equation. It relates the 
eccentric anomaly Ek for the satellite at the step time tk to its mean anomaly, 
Mk, and the orbit eccentricity e. This equation is the most difficult of all the 
equations in Table 4.2 to solve for Ek as a function of Mk:

Fig. 4.6 Geometric relationship between true anomaly v and eccentric anomaly E.
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 M E e Ek k k= − sin .  (4.4)

The solution of Kepler’s equation in Eq. 4.4 includes a transcendental function 
of eccentric anomaly Ek. It is impractical to solve for Ek in any way except by 
approximation. Standard practice is to solve the true anomaly equation itera-
tively for Ek, using the second-order Newton–raphson method to solve for a 
residual term expressed in Eq. 4.5, and to make it arbitrarily small:

 εk k k kM E e E≡ − + − =sin .0  (4.5)

Then, use the resulting value of Ek to calculate true anomaly; this process could 
continue at a given time step tk until an arbitrarily small value is obtained. It 
starts by assigning an initial guess to Ek, say, Ek[n] for n = 0. Since the GPS 
orbits are fairly circular to start with, the mean anomaly is a fair starting point. 
Then, form successively better estimates Ek[n + 1] by the second-order 
Newton–raphson formula illustrated in Eq. 4.6:
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The iteration of Eq. 4.6 can stop once the difference between the estimated 
Ek[n + 1] and the last value; that is, Ek[n] is sufficiently small, for example, 
less than 10−6. usually, within about three to six iteration steps, at a partic-
ular tk, the Ek[n + 1] value is within 10−6 of the Ek[n] value, and iteration 
can stop.

4.1.3.4  Satellite  Time  Corrections  The GPS Ground Control Segment 
estimates the satellite transmitter clock error, with respect to GPS time (t), 
and encodes clock bias, velocity, and acceleration error corrections, as well as 
a clock reference time in the broadcast navigation data stream. The user must 
correct the satellite clock error in accordance with Eq. 4.7:

 t t ti i= −SV SV∆ .  (4.7)

In Eq. 4.7, t is GPS system time in seconds, that is, corrected from, tSVi, which 
is the effective SV PrN code phase time at message transmission time in 
seconds, and ΔtSVi is the total SV PrN code phase time offset in seconds. The 
SV PrN code phase offset (i.e., transmitter clock error) is given by Eq. 4.8. 
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The clock error is made up of a bias, velocity, acceleration, and a relativistic 
correction term:

 ∆ ∆t a a t t a t t ti fo f fSV oc oc r s= + −( ) + −( ) +1 2
2 , ( )  (4.8)

where

af 0 = SV i clock bias error (s)
af1 = SV i clock velocity error (s/s)
af2 = SV i clock acceleration error (s/s2)
toc = clock reference time for clock correction date, (s)
Δtr = SV i relativistic correction (s).

In Eq. 4.8, clock error polynomial coefficients, the reference time for the 
clock correction data, as well as information needed to calculate the relativistic 
correction, are provided in the broadcast navigation data.

The relativistic correction term, in seconds, is straightforward, as shown in 
Eq. 4.9, but needs the iterated eccentric anomaly Ek. In Eq. 4.9, the eccentricity 
and semimajor axis are as described in Table 4.2:

 ∆t a Ekr Fe s= sin ( )  (4.9)

where

 F
c

= − = − × −2
4 442807622 10

2
10µ

. ( / ).s m

Note that Eqs. 4.7 and 4.8 are coupled, but this will not cause problems. While 
the coefficients af0, af1, and af2 are generated by using GPS time as indicated 
in Eq. 4.7, sensitivity of t, to the difference between tSVi and t is negligible, when 
calculating the transmitter clock error expressed in Eq. 4.8. This negligible 
sensitivity will allow the user to approximate t by tSVi, using Eq. 4.8. The value 
of t must account for beginning- or end-of-week crossovers. Thus, if the quan-
tity t − toc is greater than 302,400 s, subtract 604,800 s from t; if the quantity 
t − toc is less than -302,400 s, then add 604,800 s to t.

The MATLAB® m-file (ephemeris.m) on the accompanying website cal-
culates satellite positions for one set of ephemeris data and one time. Other 
programs calculate satellite positions for a range of time; see Appendix A.

4.1.4 C/A-Code and Its Properties

The C/A-code has the following functions:

1. To Enable Accurate Range Measurements and Resistance to Errors Caused 
by Multipath. To establish the position of a user to within reasonable 
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accurate (e.g., less than 100 m) satellite-to-user range estimates are 
needed. The estimates are made from measurements of signal propaga-
tion delay from the satellite to the user. To achieve the required accuracy 
in measuring signal delay, the GPS carrier must be modulated by a wave-
form having a relatively large bandwidth. The needed bandwidth is pro-
vided by the C/A-code modulation, which also permits the receiver to 
use correlation processing to effectively combat measurement errors. 
Because the C/A-code causes the bandwidth of the signal to be much 
greater than that needed to convey the 50-bps navigation data bit stream, 
the resulting signal is called a spread-spectrum signal. using the C/A-
code to increase the signal bandwidth also reduces errors in measuring 
signal delay caused by multipath (the arrival of the signal via multiple 
paths such as reflections from objects near the receiver antenna) since 
the ability to separate the direct path signal from the reflected signal 
improves as the signal bandwidth is made larger. While the C/A-code 
does a good job at this, the higher-rate spreading codes can do better at 
multipath mitigation.

2. Permits Simultaneous Range Measurement from Several Satellites. The 
use of a distinct C/A-code for each satellite permits all satellites to use 
the same frequencies without interfering with each other. This is possible 
because the signal from an individual satellite can be isolated by correlat-
ing it with a replica of its C/A-code in the receiver. This causes the C/A-
code modulation from that satellite to be removed so that resulting 
signal bandwidth is narrowband; the signal part that remains is the low-
rate navigation data. This process is called despreading of the signal. 
However, the correlation process does not cause the signals from other 
satellites to become narrowband because the codes from different satel-
lites are nearly orthogonal. Therefore, the interfering signals from other 
satellites can be largely rejected by passing the desired despread signal 
through a narrowband filter, a bandwidth-sharing process called code-
division multiplexing (CDM) or CDMA.

3. Protection from Interference/Jamming. The C/A-code also provides a 
measure of protection from intentional or unintentional interference  
or jamming of the received signal by another man-made signal. The cor-
relation process that despreads the desired signal has the property of 
spreading other undesirable signals. Therefore, the signal power of any 
interfering signal, even if it is narrowband, will be spread over a large 
frequency band, and only that portion of the power lying in the narrow-
band filter will compete with the desired signal. The C/A-code provides 
about 20–30 dB of improvement in resistance to jamming from narrow-
band signals. Despite this distinct advantage, we must also remember that 
the GPS CDMA signals are relatively weak signals received on Earth.

4. Short Period for Fast Acquisition. The GPS C/A-code has a period of 
only 1 ms. This short period helps the GPS receiver to rapidly acquire 
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and track it. The short period and simplicity of its implementation also 
help reduce the cost, complexity, and power consumption in the GPS to 
support the C/A-code implementation.

We next detail important properties of the C/A-code.

4.1.4.1  Temporal Structure  Each satellite has a unique C/A-code identified 
by the PrN number, but all the codes consist of a repeating sequence of 1023 
chips occurring at a rate of 1.023 MHz with a period of 1 ms, as previously 
illustrated in Fig. 4.2. The leading edge of a specific chip in the sequence, called 
the C/A-code epoch, defines the beginning of a new period of the code. The 
code sequence can be generated digitally, with digital values, or converted into 
a bipolar signal with either positive or negative values without any loss of 
generality. The sequences of the individual 1023 chips appear to be random 
but are in fact generated by a deterministic algorithm implemented by a com-
bination of shift registers (i.e., delay units) and combination logic. The algo-
rithm produces two intermediate PrN code sequences (i.e., G1(t) and G2(t)). 
Then G2(t) is delayed with respect to G1(t), and they are combined to produce 
the C/A Gold codes. The details of the C/A-code generation can be found in 
ref. 3. Gold codes are numerous to provide enough codes in the Gold code 
family to support the GPS constellation and other GNSS signal sources. While 
Gold codes do not have perfect correlation performance, their correlation 
properties are well understood and bounded [3]. Thus, the GPS C/A-code 
(based on the Gold codes) has the property of low cross correlation between 
different codes (nearly orthogonal) as well as reasonably small autocorrelation 
sidelobes.

4.1.4.2  Autocorrelation Function  The autocorrelation of a code sequence 
refers to how well that code correlates to a delayed version of itself over time, 
theoretically over all time. An approximation of the autocorrelation function 
can be made over a limited observation time (T), for code c(t) and a delayed 
version of that same code over a delay (τ), (i.e., c(t – τ)) as shown in Eq. 4.10:

 R c t c t d
T

c
T

( ) ( ) ( ) .τ τ τ= −∫1

0

 (4.10)

The autocorrelation of the GPS C/A can then be calculated from Eq. 4.10. An 
illustration of a GPS PrN code autocorrelation function (i.e., C/A-code) is 
shown in Fig. 4.7, where the width of one C/A-code chip is tc = 0.9775 µs. The 
shape of the code autocorelation is basically a triangle shape of width two 
chips at its base with a peak located at τ = 0, when the codes are lined up in 
time. The autocorrelation function contains small sidelobes outside the trian-
gular region. In most benign cases, these sidelobes do not have a major impact 
on ranging performance.
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The C/A-code autocorrelation function plays a substantial role in GPS 
receivers, inasmuch as it forms the basis for code tracking and accurate user-
to-satellite range measurement estimation. In fact, the receiver continually 
computes values of this autocorrelation function in which the received signal 
code, c(t), is correlated with a receiver-generated code (i.e., c(t– τ)). Special 
hardware and software enable the receiver to adjust the reference waveform 
delay so that the value of τ is zero, thus enabling determination of the time of 
arrival of the received signal. As a final note, when the GPS signal is filtered 
in the GPS receiver, the autocorrelation function becomes rounded and accu-
racy is degraded.

4.1.4.3  Power Spectrum  The power spectrum of a spreading code describes 
how the power in the code is distributed in the frequency domain. It can be 
defined in terms of either a Fourier series expansion of the code waveform or, 
equivalently, the code autocorrelation function. The power spectral density is 
the Fourier transform of the autocorrelation function. using the code autocor-
relation function Rc(τ), the power spectral density of our spreading code can 
be described a shown in Eq. 4.11:

 S f
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R e d
T

f
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T

c c( ) lim ( ) .=
→∞

−

−
∫1 2τ τπ τ  (4.11)

A plot of Sc(f) is shown as a smooth curve in Fig. 4.8. The overall envelope 
of the power spectral density of our spreading code is a sinc2 function (i.e., 
sin2(x)/x2 shape), with its nulls (i.e., zero values) at multiples of the code rate 
away from the central peak. Approximately 90% of the signal power is located 
between the first two nulls, but the smaller portion lying outside the first nulls 
is very important for accurate ranging. As for the GPS C/A-code, the spectrum 
nulls are at multiples of the C/A-code rate of 1.023 MHz. The period nature 
of the C/A-code with 1 ms code epochs will lead to spectral line components 
with 1-kHz spacing. Also shown in Fig. 4.8, for comparative purposes, is a 
typical noise power spectral density found in a GPS receiver after frequency 
conversion of the signal to baseband (i.e., with carrier removed). It can be seen 

Fig. 4.7 Illustration of autocorrelation functions of GPS PrN codes.
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that the presence of the C/A-code causes the entire signal to lie well below 
the noise level because the signal power has been spread over a wide fre-
quency range (approximately ±1 MHz).

4.1.4.4  Despreading  of  the  Signal  Spectrum  using the mathematical 
model of the signal modulated by the C/A-code presented in Eq. 4.1, within 
the GPS receiver, for a specific PrN code, the received signal’s carrier fre-
quency will be tracked with a phase-lock loop (PLL) to remove the carrier 
frequency, and only the data modulation d(t) and the spreading code c(t) 
modulation remain. For a particular PrN C/A-code, the resulting signal (at 
baseband [bb]), sbb(t), in normalized form is shown in Eq. 4.12:

 s t d t c tbb( ) ( ) ( ).=  (4.12)

The power spectrum of the signal sbb(t) is similar to that of the C/A-code 
illustrated in Fig. 4.8. As previously mentioned, the signal in this form has a 
power spectrum lying below the receiver noise level. However, if this signal 
sbb(t) is multiplied by a replica of c(t) in exact alignment with it (i.e., is punctual; 
we will call it cp(t)), the resulting signal can then be fed through a signal recov-
ery filter (e.g., low-pass filter [LPF]) function to produce an estimate of the 
original data, ˆ( )d t , as represented in Eq. 4.13:

 s t c t d t c t c t Kd tbb p p LPF( ) ( ) ( ) ( ) ( ) ( ).=  → ˆ  (4.13)

Fig. 4.8 Illustration of power spectrum of GPS spreading codes.
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As shown in Eq. 4.13, both of the coding sequences are considered to be of 
value ±1. This multiplication and low-pass filtering operation is a correlation, 
and the proportionality constant K has no consequential effect on our ability 
to produce a good estimate of the original navigation data bit stream.

This procedure is called code despreading, which removes the C/A-code 
modulation from the signal and exposes the underlying navigation data. The 
resulting signal has a two-sided spectral width of approximately 100 Hz due to 
the 50-bps navigation data modulation. From the above equation, it can be 
seen that the total signal power has not substantially changed in this process 
but is now contained in a much narrower bandwidth. Thus, the magnitude of 
the power spectrum is greatly increased, as indicated in Fig. 4.9. In fact, it now 
exceeds that of the noise, and the signal can be recovered by passing it through 
a small-bandwidth signal recovery filter to remove the wideband noise, as 
shown in Fig. 4.9.

4.1.4.5  Role of Despreading in Interference Suppression  At the same time 
that the spectrum of the desired GPS signal is narrowed by the despreading 
process, any interfering signal that is not modulated by the same C/A-code 
will instead have its spectrum spread to a width of at least 2 MHz so that 
only a small portion of the interfering power can pass through the signal 
recovery filter. The amount of interference suppression gained by using the 
C/A-code depends on the bandwidth of the recovery filter, the bandwidth of 

Fig. 4.9 Despreading of the spreading code.
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the interfering signal, and the bandwidth of the C/A-code. For a narrowband 
interfering source whose signal can be modeled by a nearly sinusoidal wave-
form and a signal recovery filter bandwidth of 1000 Hz or more, the amount 
of interference suppression in decibels can be expressed in Eq. 4.14:

 η = 



10 10log ( ),

W
W

c

f

dB  (4.14)

where

Wc = bandwidth of the spreading code
Wf = bandwidth of the filtering function.

In Eq. 4.14, the null-to-null bandwidth of the C/A-code is 2.046 MHz; and if 
Wf = 2000 Hz, about 30 dB of suppression can be obtained for a narrowband 
interference source. When the signal recovery filter has a bandwidth smaller 
than 1000 Hz, the situation is more complicated since the despread interfering 
sinusoid will have discrete spectral components with 1000-Hz spacing. As the 
bandwidth of the interfering signal increases, the C/A-code despreading 
process provides a decreasing amount of interference suppression. For inter-
ference sources having a bandwidth greater than that of the signal recovery 
filter, the amount of suppression in decibels provided by the spreading code 
can be approximated as shown in Eq. 4.15:

 η = +



10 10log ( ),
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where

Wc = bandwidth of the spreading code
WI = bandwidth of the interference source.

4.1.4.6  Cross-Correlation  Function  The cross correlation of a code 
sequence refers to how well that code correlates to a delayed version of a 
different code over time, theoretically over all time. An approximation of the 
cross-correlation function can be made over a limited observation time (T), 
for code c1(t) and a delayed version of a different code (i.e., c2(t – τ)) as shown 
in Eq. 4.16:
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Thus, when a selected satellite signal is encoded with a given spreading code, 
and it is despread using a replica of that same code, the signals from other 
satellites (encoded with different speading codes) look like wideband interfer-
ence sources that are below the noise level. This permits a GPS receiver to 
extract a multiplicity of individual satellite signals and process them individu-
ally, even though all signals are transmitted at the same frequency. This is why 
this process is called CDM and allows for access to all of the GPS signals (i.e., 
CDMA).

4.1.5 P(Y)-Code and Its Properties

The GPS P(y)-code is a higher-rate code, encrypted, and appears on both of 
the GPS L1 and L2 frequencies. It is used by military, authorized, and by civil 
users to produce “semicodeless” measurements. The P(y)-code has the follow-
ing functions:

1. Increased Jamming Protection. Because the bandwidth of the P-code is 
10 times greater than that of the C/A-code, it offers approximately 10 dB 
more protection from narrowband interference. In military applications, 
the interference is likely to be a deliberate attempt to jam (render 
useless) the received GPS signal.

2. Provision for Antispoofing.  In addition to jamming, another military 
tactic that an enemy can employ is to radiate a signal that appears to be 
a GPS signal (spoofing) but, in reality, is designed to confuse the GPS 
receiver. This is prevented by encrypting the P-code. The would-be 
spoofer cannot know the encryption process and cannot make the con-
tending signal look like a properly encrypted signal. Thus, the receiver 
can reject the false signal and decrypt the desired one.

3. Denial of P-Code Use. The structure of the P-code is published in the 
open literature, so that anyone may generate it as a reference code for 
despreading the signal and for making range measurements. However, 
encryption of the P-code by the military will deny its use by unauthorized 
parties.

4. Increased Code Range Measurement Accuracy. All other parameters 
being equal, accuracy in range measurement improves as the signal 
bandwidth increases. Thus, the P-code provides improved range mea-
surement accuracy as compared to the C/A-code. Simultaneous range 
measurements using both codes is even better. Because of its increased 
bandwidth, the P-code is also more resistant to range errors caused by 
multipath.

4.1.5.1  P-Code  Characteristics  unlike the C/A-code, the P-code modu-
lates both the L1 and L2 carriers. Its chipping rate is 10.23 MHz, which is 
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precisely 10 times the C/A rate, and it has a period of 1 week. It is transmitted 
synchronously with the C/A-code in the sense that each chip transition of the 
C/A-code always corresponds to a chip transition in the P-code. Like the C/A-
code, the P-code autocorrelation function has a triangular central peak cen-
tered at τ = 0, but with one-tenth the base width, as shown in Fig. 4.7, where 
the width of one P(y)-code chip is tc = 0.09775 µs. The power spectrum also 
has a sin2(x)/x2 characteristic, but with 10 times the bandwidth, as indicated in 
Fig. 4.8, where fc is 10.23 MHz. Because the period of the P-code is so long, the 
power spectrum can be regarded as continuous envelope for practical pur-
poses. Each satellite broadcasts a unique P-code. The technique used to gener-
ate it is similar to that of the C/A-code but somewhat more complicated. The 
details of the P-code generation can be found in ref. 2.

4.1.5.2  Y-Code  The encrypted form of the P-code used for antispoofing 
and denial of the P-code to unauthorized users is called the Y-code. The y-code 
is formed by multiplying the P-code by an encrypting code called the W-code. 
The W-code is a random-looking sequence of chips that occur at a 511.5-kHz 
rate. Thus there are 20 P-code chips for every W-code chip. Since both the 
P-code and the W-code have chip values of ±1, the resulting P(y)-code has 
the same appearance as the P-code; that is, it also has a 10.23-MHz chipping 
rate. However, the y-code cannot be despread by a receiver replica P-code 
unless it is decrypted. Decryption consists of multiplying the y-code by a 
receiver-generated replica of the W-code that is made available only to autho-
rized users. Since the encrypting W-code is also not known by the creators of 
spoofing signals, it is easy to verify that such signals are not legitimate.

4.1.6 L1 and L2 Carriers

The L1 (or L2) carrier is used for the following purposes:

1. Propagate the GPS signal from the satellite to the user in the service area 
provided by the system.

2. To provide very accurate relative range measurements for precision appli-
cations using carrier phase.

3. To provide accurate Doppler measurements. The phase rate of the 
received carrier can be used for accurate determination of user velocity. 
The integrated Doppler, which can be obtained by counting the cycles 
of the received carrier, is often used as a precise delta range observable 
that can materially aid the performance of code tracking loops. The 
integrated Doppler history is also used as part of the carrier phase ambi-
guity resolution process.

4.1.6.1  Dual-Frequency  Operation  The use of both the L1 and L2 fre-
quencies provides the following benefits:
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1. Provides Accurate Measurement of Ionosphere Signal Delay. A major 
source of ranging error is caused by changes in both the phase velocity 
and group velocity of the signal as it passes through the ionosphere. 
range errors of 10–20 m are commonplace and can be much larger (e.g., 
100 m). Because the delay induced by the ionosphere is known to be 
inversely proportional to the square of frequency, ionosphere range error 
can be estimated accurately by comparing the times of arrival of the L1 
and L2 signals. Details on the calculations appear in Chapter 7.

2. Facilitates Carrier Phase Ambiguity Resolution. In high-accuracy GPS 
differential positioning, the range estimates using carrier phase measure-
ments are precise but highly ambiguous due to the periodic structure of 
the carrier. The ambiguity is more easily resolved (by various methods) 
as the carrier frequency decreases. By using L1 and L2 carrier frequen-
cies, the ambiguity resolution can be based on their frequency difference 
(1575.42–1227.6 MHz), which is smaller than either carrier frequency 
alone, and hence will result in faster and more reliable ambiguity resolu-
tion performance.

3. Provides System Redundancy (Primarily for the Military User).

4.1.7 Transmitted Power Levels

The GPS signals are transmitted at a minimum power level on the order of 
478-W (26.8-dBW) effective isotropic radiated power (EIrP), which means 
that the minimum received power is the same as would be obtained if the 
satellite radiated 478 W from an isotropic antenna. This effective power level 
is reached by radiating a smaller total power into a beam approximately 30° 
wide toward the earth. The radiated power level was chosen to provide a 
signal-to-noise ratio (SNr) sufficient for tracking of the signal by a receiver 
on the earth with an unobstructed view of the satellite and to not interfere 
with other terrestrial communication systems. The low signal power level pro-
vides a challenge to meet the need to operate GPS receivers under less desir-
able conditions, such as in heavy vegetation, in urban canyons, or indoor 
environments where considerable signal attenuation often occurs. These low 
signal power levels can also pose problems when attempting to operate a GPS 
receiver in a jamming or interference environment. The GPS P(y) signal is 
transmitted at a power level that is 3 dB less on L1 and 6 dB less on L2 than 
the C/A-encoded signal on L1 as illustrated in Fig. 4.1.

4.1.8 Free Space and Other Loss Factors

As the signal propagates toward the earth, it loses power density due to spheri-
cal spreading. The loss is accounted for by a quantity called the free-space loss 
factor (FSLF), given in Eq. 4.17:
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With the height of a GPS satellite in a medium earth orbit (MEO) of approxi-
mately 20,000 km, and an L1 wavelength of 0.19 m, the FSLF is approximately 
5.7 × 10−19 or −182.4 dB.

Other loss factors include an atmospheric loss factor (ALF) of 2.0 dB, which 
is allocated to account for any signal attenuation by the atmosphere. Addi-
tional provisions can be allocated for any antenna mismatch losses on the 
order of 2.4 dB.

A typical GPS antenna with right-hand circular polarization and a hemi-
spherical pattern has about 3.0 dBi of gain relative to an isotropic antenna at 
zenith and will decrease as the elevation angle to the satellite decreases. The 
actual GPS signal power levels received are specified for a 3-dBi gain linearly 
polarized antenna with optimum orientation. With this linearly polarized 
antenna optimally placed with respect to the orientation of the incoming GPS 
signal, this antenna will only receive one-half of the power from the signal, so 
receiver antenna gain (Gr) of 0 dBic (dBs relative to a right-handed circular 
polarized signal) can be used. Additionally, there may be antenna orientation 
and mismatch losses that can be grouped and allocated.

4.1.9 Received Signal Power

When the EIrP is used, all of the other loss factors are considered, and apply-
ing the Friis transmission equation, the power received at the user antenna 
output can be calculated in dB format as EIrP + Gr + FSLF − ALF − Mis-
match = 26.8 + 0 + (−182.4) − 2.0 − 2.4 = −156.0 dBW. Now the actual GPS 
signal power levels vary somewhat from this calculated value based on trans-
mitter and user received antenna pattern variations, frequency, code type, and 
user latitude as documented in ref. 2.

4.2 MODERNIZATION OF GPS

Since GPS was declared with a Final Operational Capability (FOC) in April 
1995, applications and the use of GPS have evolved rapidly, especially in the 
civil sector. As a result, radically improved levels of performance have been 
reached in positioning, navigation, and time transfer. However, the availability 
of GPS has also spawned new and demanding applications that reveal certain 
shortcomings of the legacy system. Therefore, since the mid-1990s, numerous 
governmental and civilian committees have investigated these shortcomings 
and requirements for a more modernized GPS.

The modernization of GPS is a difficult and complex task that requires 
tradeoffs in many areas. Major issues include spectrum needs and availability, 
military and civil performance, signal integrity and availability, financing and 
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cost containment, and potential competing interests by other GNSSs and 
developing countries. Major decisions have been made for the incorporation 
of new civil frequencies and new civil and military signals that will enhance 
the overall performance of the GPS.

4.2.1 Areas to Benefit from Modernization

The areas that could benefit from a modernized GPS are the following:

1. Robust Dual-Frequency Ionosphere Correction Capability for Civil 
Users. Since only the encrypted P(y)-code appears on the L2 frequency, 
civil users have lacked a robust dual-frequency ionosphere error correc-
tion capability. Civil users had to rely on semicodeless tracking of the 
GPS L2 signal, which is not as robust as access to a full-strength unen-
crypted signal. While civil users could employ a differential technique, 
this adds complexity to an ionosphere free user solution.

2. A Better Civil Code. While the GPS C/A-code is a good, simple spread-
ing code, a better civil code would provide better correlation perfor-
mance. rather than just turning on the C/A-code on the L2 frequency, 
a more advanced spreading code would provide robust ranging and iono-
sphere error correction capability.

3. Ability to Resolve Ambiguities in Phase Measurements Needs Improve-
ment. High-accuracy differential positioning at the centimeter level by 
civil users requires rapid and reliable resolution of ambiguities in phase 
measurements. Ambiguity resolution with single-frequency (L1) receiv-
ers generally requires a sufficient length of time for the satellite geom-
etry to change significantly. Performance is improved with robust 
dual-frequency receivers. However, the effective SNr of the legacy P(y) 
encrypted signal is dramatically reduced because the encrypted P(y)-
code cannot be despread by the civil user.

4. Dual-Frequency Navigation Signals in the Aeronautical Radio Navigation 
Service (ARNS) Band. The ArNS band of frequencies is federally pro-
tected and can be used for safety of life (SOL) applications. The GPS L1 
band is in an ArNS band, but the GPS L2 band is not. (The L2 band is 
in the radio navigation satellite service [rNSS] band that has a substan-
tial amount of uncontrolled signals in it.) In applications involving public 
safety, the integrity of the current system can be improved with a robust 
dual-frequency capability where both GPS signals are within the ArNS 
bands. This is particularly true in aviation landing systems that demand 
the presence of an adequate number of high-integrity satellite signals 
and functional cross-checks during precision approaches.

5. Improvement Is Needed in Multipath Mitigation Capability. Multipath 
remains a dominant source of GPS positioning error and cannot be 
removed by differential techniques. Although certain mitigation tech-



134 GNSS SIGNAL STruCTurE AND CHArACTErISTICS

niques, such as multipath mitigation technology (MMT), approach theo-
retical performance limits for in-receiver processing, the required 
processing adds to receiver costs. In contrast, effective multipath rejec-
tion could be made available to all receivers by using new GPS signal 
designs.

6. Military Requirements in a Jamming Environment. The feature of selec-
tive availability (SA) was suspended at 8 p.m. EDT on May 1, 2000. SA 
was the degradation in the autonomous positioning performance of GPS, 
which was a concern in many civil applications requiring the full accuracy 
of which GPS is capable. If the GPS C/A-code was ever interfered with, 
the accuracies that it could be afforded would not be present. Because 
the P(y)-code has an extremely long period (7 days), it is difficult to 
acquire unless some knowledge of the code timing is known. P(y) timing 
information is supplied by the GPS HOW at the beginning of every 
subframe. However, to read the HOW, the C/A-code must first be 
acquired to gain access to the navigation message. unfortunately, the 
C/A-code is relatively susceptible to jamming, which would seriously 
impair the ability of a military receiver to acquire the P(y)-code. Direct 
P(y) acquisition techniques are possible, but these techniques still 
require information about the satellite position, user position, and clock 
errors to be successful. Furthermore interference on the C/A-coded 
signal would also affect the P(y)-coded signal in the same frequency 
band. It would be far better if direct acquisition of a high-performance 
code were possible, without the need to first acquire the C/A-code.

Additional power received from the satellite would also help military 
users operate more effectively. While some advantages can be gained in 
the user equipment, having an increased power from the satellite could 
provide added value.

7. Compatibility and Operability with Other GNSSs. With the advances in 
other GNSSs by other nations, the requirement exists for international 
cooperation in the development of new GNSS signals to ensure they do 
not interfere with each other and potentially provide an interoperable 
combined GNSS service.

4.2.2 Elements of the Modernized GPS

Figure 4.10 illustrates the modernized GPS signal spectrum. The legacy GPS 
signals (L1 C/A and P(y) and L2 P(y)) as well as the additional modernized 
signals (L2C, L5, GPS L1 and L2 M-code, and L1C) are illustrated in Fig. 4.10.

The bandwidth available for the modernized GPS signals is up to 24 MHz, 
but the compatibility and power levels relative to the other codes are design 
considerations. Furthermore, assuming equal received power and filtered 
bandwidth, the ranging performance (with or without multipath) on a GPS 
signal is highly dependent upon the signal’s spectral shape (or equivalently, 
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the shape of the autocorrelation function). In this sense, the L1 C/A-coded 
and L2 civil signals are somewhat equivalent in scope as are the P(y) and L5 
civil signals (albeit with very different characteristics). As we will see, the mili-
tary M-coded signal and other GNSS codes are different because they use 
different subcarrier frequencies and chipping rates. These different subcarriers, 
in essence, add an aspect known as frequency division multiplexing to the GPS 
spectrum.

The major elements of these modernized signals are as follows.

4.2.3 L2 Civil Signal (L2C)

This new civil signal has a new code structure that has some performance 
advantages over the legacy C/A-code. The L2C signal offers civilian users the 
following improvements:

(a) Robust Dual-Frequency Ionosphere Error Correction. The dispersive 
delay characteristic of the ionosphere proportional to 1/f2 can be esti-
mated much more accurately with this new, full-strength signal on the  
L2 frequency. Thus, civil users can choose to use a semicodeless P(y)  
L2 and C/A L1, or a new L2C and C/A L1 technique to estimate the 
ionosphere delay.

(b) Carrier Phase Ambiguity Resolution Will Be Significantly Improved. The 
accessibility of the full-strength L1 and L2 signals provides “wide-lane” 
measurement combinations having ambiguities that are much easier to 
resolve.

(c) The Additional L2C Signal Will Improve Robustness in Acquisition and 
Tracking. The new spreading code identified for civil (C) users will 
provide more robust acquisition and tracking performance.

Originally, modernization efforts considered turning on the C/A-code at the 
L2 carrier frequency (1227.60 MHz) to provide the civilian community with a 
robust ionosphere correction capability as well as additional flexibility and 
robustness. However, later in the planning process, it was realized that addi-
tional advantages could be obtained by replacing the planned L2 C/A signal 
with a new L2 civil signal (L2C). The decision was made to use this new signal, 
and its structure was made public early in 2001. Both the L2C and the new 

Fig. 4.10 A modernized GPS signal spectrum.
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military M-code signal (to be described) appear on the L2 carrier orthogonal 
to the current P(y).

Like the C/A-code, the C-code is a PrN code that runs at a 1.023 × 106 cps 
(chips per second) rate. However, it is generated by 2 : 1 time-division multi-
plexing of two independent subcodes, each having half the chipping rate, 
namely, 511.5 × 103 cps. Each of these subcodes is made available to the receiver 
by demultiplexing. These two subcodes have different periods before they 
repeat. The first subcode, the code moderate (CM), has a moderate length of 
10,230 chips, a 20-ms period. The moderate length of this code permits rela-
tively easy acquisition of the signal although the 2 : 1 multiplexing results in a 
3-dB acquisition and data demodulation loss. The second subcode, the code 
long (CL), has a length of 707,250 chips, a 1.5-s period, and is data-free. The CM 
and CL codes are combined to provide the C-code at the 1.023-Mcps rate. Navi-
gation data can be modulated on the C-code. Provisions call for no data, legacy 
navigation data at a 50-bps rate, or new civil navigation (CNAV) data at a 
25 bps; the CNAV data at a 25-bps rate would be encoded using a rate one-half 
convolutional encoding technique, to produce a 50 sps (symbols per second) 
data bit stream that could then be modulated onto the L2 frequency to form the 
L2C signal. With no data, the coherent processing time can be increased sub-
stantially, thereby permitting better code and carrier tracking performance, 
especially at low SNr. The relatively long CL code length also generates 
smaller correlation sidelobes as compared to the C/A-code. Details on the L2 
civil signal are given by Fontana et al. [4] and are provided in ref. 2.

The existing C/A-code at the L1 frequency will be retained for legacy 
purposes.

4.2.4 L5 Signal

Although the use of the L1 and L2C signals can satisfy most civil users, there 
are concerns that the L2 frequency band may be subject to unacceptable levels 
of interference for applications involving public safety, such as aviation. The 
potential for interference arises because the International Telecommunica-
tions union (ITu) has authorized the L2 band on a coprimary basis with 
radiolocation services, such as high-power radars. As a result of Federal Avia-
tion Administration (FAA) requests, the Department of Transportation and 
Department of Defense have called for a new civil GPS frequency, called L5, 
at 1176.45 MHz in the ArNS band of 960–1215 MHz. To gain maximum per-
formance, the L5 spread-spectrum codes were selected to have a higher chip-
ping rate and longer period than do the C/A-codes to allow for better accuracy 
measurements. Additionally, the L5 signal has two signal components in phase 
quadrature, one of which will not carry data modulation. The L5 signal will 
provide the following system improvements:

(a) Ranging Accuracy Will Improve. Pseudorange errors due to random 
noise will be reduced below levels obtainable with the C/A-codes due 
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to the larger bandwidth of the proposed codes. As a consequence, both 
code-based positioning accuracy and phase ambiguity resolution per-
formance will improve.

(b) Errors due to Multipath Will Be Reduced. The larger bandwidth of the 
new codes will sharpen the peak of the code autocorrelation function, 
thereby reducing the shift in the peak due to multipath signal compo-
nents. The eventual multipath mitigation will depend upon the final 
receiver design and delay of the multipath.

(c) Carrier Phase Tracking Will Improve. Weak-signal phase tracking per-
formance of GPS receivers is severely limited by the necessity of using 
a Costas (or equivalent-type) PLL to remove carrier phase reversals  
of the data modulation. Such loops rapidly degrade below a certain 
threshold (about 25–30 dB-Hz) because truly coherent integration of 
the carrier phase is limited to the 20-ms data bit length. In contrast, the 
“data-free” quadrature component of the L5 signal will permit coher-
ent integration of the carrier for arbitrarily long periods, which will 
permit better phase tracking accuracy and lower tracking thresholds.

(d) Weak-Signal Code Acquisition and Tracking Will Be Enhanced. The 
data-free component of the L5 signal will also permit new levels of 
positioning capability with very weak signals. Acquisition will be 
improved because fully coherent integration times longer than 20 ms 
will be possible. Code tracking will also improve by virtue of better 
carrier phase tracking for the purpose of code rate aiding.

(e) The L5 Signal Will Further Support Rapid and Reliable Carrier Phase 
Ambiguity Resolution. The L5 signal is a full-strength, high-chipping 
rate code that will provide high-quality code and carrier phase measure-
ments. These can be used to support various code and carrier combina-
tions for high-accuracy carrier phase ambiguity resolution techniques.

(f) The Codes Will Be Better Isolated from Each Other. The longer length 
of the L5 codes will reduce the size of cross correlation between codes 
from different satellites, thus minimizing the probability of locking onto 
the wrong code during acquisition, even at the increased power levels 
of the modernized signals.

(g) Advanced Navigation Messaging. The L5 signal structure has a new 
CNAV messaging structure that will allow for increased data integrity.

GPS modernization for the L5 signal calls for a completely new civil signal 
format (i.e., L5 code) at a carrier frequency of 1176.45 MHz (i.e., L5 carrier). 
The L5 signal is defined in a quadrature scene where the total signal power is 
divided equally between in-phase (I) and quadrature (Q) components. Each 
component is modulated with a different but synchronized 10,230-chip direct 
sequence L5 code transmitted at 10.23 Mcps (the same rate as the P(y)-code), 
but with a 1-ms period (the same as the C/A-code period). The I channel is 
modulated with a 100-sps data stream, which is obtained by applying rate 1/2, 
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constraint length 7, forward error correction (FEC) convolutional coding to a 
50-bps navigation data message that contains a 24-bit cyclic redundancy check 
(CrC). The Q channel is unmodulated by navigation data. However, both 
channels are further modulated by Neuman–Hoffman (NH) synchronization 
codes, which provide additional spectral spreading of narrowband interfer-
ence, improve bit and symbol synchronization, and also improve cross-
correlation properties between signals from different GPS satellites. The L5 
signal is shown in Fig. 4.10 illustrating the modernized GPS (and legacy GPS) 
signal spectrum.

Compared to the C/A-code, the 10-times larger chip count of the I and Q 
channel civil L5 codes provides lower autocorrelation sidelobes, and the 10 
times higher chipping rate substantially improves ranging accuracy, provides 
better interference protection, and substantially reduces multipath errors at 
longer path separations (i.e., long delay multipath). Additionally, these codes 
were selected to reduce, as much as possible, the cross correlation between 
satellite signals. The absence of data modulation on the Q channel permits 
longer coherent processing intervals in code and carrier tracking loops, with 
full-cycle carrier tracking in the latter. As a result, the tracking capability and 
phase ambiguity resolution become more robust.

Further details on the civil L5 signal can be found in references 5–8.

4.2.5 M-Code

The new military (M) codes will also be transmitted on both the L1 and  
L2 carrier frequencies. These M-codes are based on a new family of split-
spectrum GNSS codes for military and new GPS civil signals [9]. The M-codes 
will provide the following advantages to military users:

(a) Direct Acquisition of the M-Codes Will Be Possible. The design of these 
codes will eliminate the need to first acquire the L1 C/A-code with its 
relatively high vulnerability to jamming.

(b) Better Ranging Accuracy Will Result. As can be seen in Fig. 4.10, the 
M-codes have significantly more energy near the edges of the bands, 
with a relatively small amount of energy near the band center. Since 
most of the C/A-code power is near the band center, potential interfer-
ence between the codes is mitigated. The effective bandwidth of the 
M-codes is much larger than that of the P(y)-codes, which concentrate 
most of their power near the L1 or L2 carrier. Because of the modu-
lated subcarrier, the autocorrelation function of the M-codes has not 
just one peak but several peaks spaced one subcarrier period apart, 
with the largest at the center. The modulated subcarrier will cause the 
central peak to be significantly sharpened, significantly reducing pseu-
dorange measurement error.

(c) Error due to Multipath Will Be Reduced. The sharp central peak of the 
M-code autocorrelation function is less susceptible to shifting in the 
presence of multipath correlation function components.
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The M-coded signals will be transmitted on the L1 and L2 carriers, with the 
capability of using different codes on the two frequencies. The M-codes are 
known as binary offset carrier (BOC) encoded signals where the notation of 
BOC(fsx, fcx) is used where fsx represents the subcarrier multiplier, and fcx 
represents the code rate multiplier, with respect to a nominal code rate of 
1.023 MHz. The M-code is a BOC(10,5) code in which a 5.115-Mcps chipping 
sequence modulates a 10.23-MHz square wave subcarrier. Each spreading chip 
subtends exactly two cycles of the subcarrier, with the rising edge of the first 
subcarrier cycle coincident with initiation of the spreading chip. The spectrum 
of the BOC(10,5) code has considerably more relative power near the edges 
of the signal bandwidth than any of the C/A, P(y), L2C, and L5 coded signals. 
As a consequence, the M-coded signal has minimal spectral overlap with the 
other GPS transmitted signals, which permits transmission at higher power 
levels without mutual interference. The resulting spectrum has two lobes, one 
on each side of the band center, thereby producing the split-spectrum code. 
The M-code signals are illustrated in Fig. 4.10. The M-code signal is transmitted 
in the same quadrature channel as the C/A-code (i.e., with the same carrier 
phase), that is, in phase quadrature with the P(y)-code. The M-codes are 
encrypted and unavailable to unauthorized users. The nominal received power 
level is −158 dBW at Earth. Additional details on the BOC(10,5) code can be 
found in a paper by Barker et al. [10].

4.2.6 L1C Signal

A proposed new L1 Civil (L1C) signal is planned for the next generation  
of GPS SVs. Although the current C/A-code is planned to remain on the  
L1 frequency (1575.42 MHz), the additional L1C signal will add a higher-
performance civil signal at the L1 frequency with potential interoperability 
with other GNSSs. Like the L5 civil signal, the planned L1C signal will have 
a data-free quadrature component.

The original L1C signal structure considered a pure BOC(1,1) signal but 
evolved into a more complex signal that multiplexes two BOC signals. Addi-
tional complexities involved the desire to have the L1C signal interoperable 
with other GNSS signals as well as potential intellectual property issues. The 
L1C signal contains a dataless (i.e., pilot) and data signal component transmit-
ted in quadrature. The L1C signal for GPS that emerged from development is 
based upon a time-multiplexed BOC (TMBOC) modulation technique that 
synchronously time-multiplexes the BOC(1,1) and BOC(6.1) spreading codes 
for the pilot component (designated as L1Cp), and a BOC(1,1) modulated 
signal with navigation data (designated as L1CD). For both, the BOC codes 
are generated synchronously at a rate of 1.023 MHz and are based on the 
Legendre sequence called Weil code. These codes have a period of 10 ms, so 
10,230 chips are within one period. Additionally, there is an overlay code that 
is encoded onto the L1Cp pilot channel. One bit of the overlay code has a 
duration and is synchronized to the 10-ms period of the BOC code generators. 
The overlay code rate is 100 bps and has 1800 bits in an 18-s period.
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To generate the TMBOC signal for the L1Cp channel, the BOC(1,1) and 
BOC(6,1) spreading sequences are time-multiplexed. With 33 symbols of a 
BOC(1,1) sequence, four symbols are replaced with BOC(6,1) chips. These 
occur at symbols 0, 4, 6, and 29. Thus, with a 75% of the power planned for dis-
tribution in the pilot signal, there will be 1/11th of the power in the BOC(6,1) 
component and 10/11th of the power in the BOC(1,1) component of the carrier.

The L1C signal also has a new navigation message structure, designated as 
CNAV-2, with three different subframe formats defined. Subframe 1 contains 
GPS time information (i.e., time of interval [TOI]). Subframe 2 contains 
ephemeris and clock correction data. Subframe 3 is commutated over various 
pages and provides less time-sensitive data such as almanac, uTC, and iono-
sphere that can be expended in the future.

The split-spectrum nature of the L1C encoded signal will provide some 
frequency isolation from the L1 C/A-encoded signal. Each spreading chip 
subtends exactly one cycle of the subcarrier, with the rising edge of the first 
subcarrier half-cycle coincident with initiation of the spreading chip. The 
TMBOC codes provide a larger root mean square (rMS) bandwidth com-
pared to pure BOC(1,1).

For many years now, cooperation at the international level has been 
ongoing to enable the L1C signal to be interoperable with other GNSSs. A 
combined interoperable signal would allow a user to ubiquitously use naviga-
tion signals from different GNSSs with known and specified performances 
attributes.

Additional details on the L1C signal can be found in refs. 11–13.

4.2.7 GPS Satellite Blocks

The families of satellites launched prior to recent modernization efforts are 
referred to as Block I (1978–1985), Block II (1989–1990), and Block IIA 
(1990–1997); all of these satellites transmit the legacy GPS signals (i.e., L1 C/A 
and P(y) and L2 P(y)). (The u.S. Naval Observatory has an up-to-date listing 
of all of the GPS satellites in use today [14].)

In 1997, a new family, the Block IIr satellites, began to replace the older 
Block II/IIA family. The Block IIr satellites have several improvements, 
including reprogrammable processors enabling problem fixes and upgrades in 
flight. Eight Block IIr satellites were modernized (designated as Block IIr-M) 
to include the new military M-code signals on both the L1 and L2 frequencies, 
as well as the new L2C signal on L2. The first Block IIr-M was launched in 
September 2005.

To help secure the L5 frequency utilization, one of the Block IIr-M satel-
lites (GPS IIr-20(M)), SV49, was outfitted with a special L5 payload and was 
launched on March 24, 2009. This particular satellite had hardware configura-
tion issues relating to the L5 payload installation and is transmitting a degraded 
signal. Since that time, the navigation signals have been set unhealthy in the 
broadcast navigation message.
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The Block IIF (i.e., follow-on) family was the next generation of GPS satel-
lites, retaining all the capabilities of the previous blocks, but with many 
improvements, including an extended design life of 12 years, faster processors 
with more memory, and the inclusion of the new L5 signal on a third, L5  
frequency (1176.45 MHz). The first Block IIF satellite was launched in May  
2010.

4.2.8 GPS III

The next block of GPS satellites planned is designated as the Block III  
family, which is still under development. The GPS III block of satellites and 
associated GPS Ground Operational Control Segment (OCX) components 
will represent a major advancement in capabilities for military and civil users. 
GPS III is planned to include all of the legacy and modernized GPS signal 
components, including the new L1C signal, and to add specified signal integ-
rity. The added signal integrity planned for in GPS III may be able to satisfy 
some of the aviation requirements [15]. Improvements for military users 
include two high-power spot beams for the L1 and L2 military M-code 
signals, providing 20-dB higher received power over the earlier M-code 
signals. However, in the fully modernized Block III satellites, the M-coded 
signal components are planned to be radiated as physically distinct signals 
from a separate antenna on the same satellite. This is done in order to enable 
optional transmission of a spot beam for greater antijam resistance within a 
selected local region on the earth.

4.3 GLONASS SIGNAL STRUCTURE AND CHARACTERISTICS

GLONASS is the russian GNSS. The GLONASS has similar operational 
requirements to GPS with some key differences in its configuration and signal 
structure. Like GPS, GLONASS is an all-weather, 24-h satellite-based naviga-
tion system that has space, control, and user segments. The first GLONASS 
satellite was launched in 1982, and the GLONASS was declared an operational 
system on September 24, 1993.

The GLONASS satellite constellation is designed to operate with 24 satel-
lites in three orbital planes at 19,100-km altitude (whereas GPS uses six planes 
at 20,180-km altitude). GLONASS calls for eight SVs equally spaced in each 
plane. The GLONASS orbital period is 11 h 15 min, which is slightly shorter 
than the 11-h 56-min 02-sec orbital period for a GPS satellite. Because some 
areas of russia are located at high latitudes, the orbital inclination of 64.8°  
is used as opposed to the inclination of 55° used for GPS. Each GLONASS 
satellite transmits its own ephemeris and system almanac data. Via the 
GLONASS Ground Control Segment, each GLONASS satellite transmits its 
position, velocity, and lunar/solar acceleration effects in an ECEF coordinate 
frame (as opposed to GPS, that encodes SV positions using Keplerian orbital 
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parameters). GLONASS ECEF coordinates are referenced to the PZ-90.02 
datum and time reference linked to their national reference of uTC (Su) 
(Soviet union, now russia).

4.3.1 Frequency Division Multiple Access (FDMA) Signals

GLONASS uses multiple frequencies in the L-band and has used frequencies 
separated by a substantial distance for ionosphere mitigation (i.e., L1 and L2), 
but these are slightly different from the GPS L1 and L2 frequencies. One 
significant difference between GLONASS and GPS is that GLONASS has 
historically used an FDMA architecture as opposed to the CDMA approach 
used by GPS.

4.3.1.1  Carrier Components  The GLONASS uses two L-band frequencies, 
L1 and L2, as defined in Eq. 4.18. The channel numbers for GLONASS signal 
operation are:

 
f f K f

f f K f
K

K

1 01 1

2 02 2

= +
= +

∆
∆ ,

 (4.18)

where

K = channel number, (−7 ≤ K ≤ +6)
f01 = 1602 MHz; Δf1 = 562.5 kHz
f02 = 1246 MHz; Δf1 = 437.5 kHz.

4.3.1.2  Spreading  Codes  and  Modulation  With the GLONASS signals 
isolated in frequency, an optimum maximal-length (m-sequence) can be used 
as the spreading code. GLONASS utilizes two such codes, one standard preci-
sion navigation signal (SPNS) at a 0.511-Mcps rate that repeats every 1 ms and 
a second High-Precision Navigation Signal (HPNS) at a 5.11-Mcps rate that 
repeats every 1 s. Similar to GPS, the GLONASS signals utilize BPSK modula-
tion and are transmitted out of a right-hand circularly polarized (rHCP) 
antenna.

4.3.1.3  Navigation Data Format  The format of the GLONASS navigation 
data is similar to the GPS navigation data format, with different names and 
content. The GLONASS navigation data format is organized as a superframe 
that is made up of frames, where frames are made up of strings. A superframe 
has a duration of 150 s and is made up of five frames, so each frame lasts 30 s. 
Each frame is made up of 15 strings, where a string has a duration of 2 s. 
GLONASS encodes satellite ephemeris data as immediate data and almanac 
data as nonimmediate data. There is a time mark in the GLONASS navigation 
data (last 0.3 s of a string) that is an encode PrN sequence.
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4.3.1.4  Satellite  Families  While the first series of GLONASS satellites 
were launched from 1982 to 2003, the GLONASS-M satellites were launched 
beginning in 2003. These GLONASS-M satellites had improved frequency 
plans and the accessible signals that are known today. The new generation of 
GLONASS satellites is designated as GLONASS-K satellites and are con-
sidered a major modernization effort by the russian government. These 
GLONASS-K satellites plan to transmit the legacy GLONASS FDMA signals 
as well as a new CDMA format.

Additional details of the GLONASS signal structure and GLONASS-M 
satellite capabilities can be found in ref. 16.

4.3.2 CDMA Modernization

One of the issues with an FDMA GNSS structure is the interchannel (i.e., 
interfrequency) biases that can arise within the FDMA GNSS receiver. If not 
properly addressed in the receiver design, these interchannel biases can be a 
significant error source in the user solutions. These error sources arise because 
the various navigation signals pass through the components within the 
receiver at slightly different frequencies. The group delay thought these com-
ponents are noncommon, at the different frequencies, and produced different 
delays on the various navigation signals, coming from different satellites. This 
interfrequency bias is substantially reduced (on a comparative basis) with 
CDMA-based navigation systems because all of the signals are transmitted 
at the same frequency. (The relatively small amount of Doppler received 
from the various CDMA navigation signals is minor when considering the 
group delay.)

An additional consideration with an FDMA GNSS signal structure  
is the amount of frequency bandwidth that is required to support the FDMA 
architecture. CDMA architecture typically has all the signals transmitted  
at the same carrier frequency, for more efficient utilization of a given 
bandwidth.

GLONASS has established several separate versions of its GLONASS-K 
satellites. The first GLONASS-K1 satellite was launched on February 26, 2011, 
which carried the first GLONASS CDMA signal structure and has been suc-
cessfully tracked on Earth [17]. The GLONASS-K1 satellite has transmitted 
a CDMA signal at a designated L3 frequency of 1202.025 MHz (test signal), 
as well as the legacy GLONASS FDMA signals at L1 and L2. The CDMA 
signal from the GLONASS-K1 satellite is considered a test signal. The follow-
on generation of satellites is designated as the GLONASS-K2 satellites [18]. 
A full constellation of legacy and new CDMA signals are planned for these 
GLONASS-K2 satellites including plans to transmit its CDMA signal on or 
near the GPS L1 and L2 frequency bands. The GLONASS KM satellites are 
in the research phase, and plans call for the transmission of the legacy 
GLONASS FDMA signals, the CDMA signals introduced in the GLONASS-K2, 
and a new CDMA signal on the GPS L5 frequency.
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4.4 GALILEO

Galileo is a GNSS being developed by the European union and the European 
Space Agency (ESA). Like GPS and GLONASS, it is an all-weather, 24-h 
satellite-based navigation system being designed to provide various services. 
The program has had three development phases: (1) definition (completed), 
(2) development and launch of on-orbit validation satellites, and (3) launch of 
operational satellites, including additional development [19]. The first Galileo 
In-Orbit Validation Element (GIOVE) satellite, designated as GIOVE-A, was 
launched in December 28, 1995, followed by the GIOVE-B on April 27, 2008. 
The next two Galileo operational satellites were launched on October 21, 2011 
to provide additional validation of the Galileo.

4.4.1 Constellation and Levels of Services

The full constellation of Galileo is planned to have 30 satellites in MEOs with 
an orbital radius of 23,222 km (similar to the GPS orbital radius of 20,180 km). 
The inclination angle of the orbital plane is 56° (GPS is 55°), with three orbital 
planes (GPS has six). This constellation will thus have 10 satellites in each 
orbital plane.

Various services are planned for Galileo, including Open Service (OS), 
Commercial Service (CS), Public regulated Services (PrS), a SOL, and 
Search and rescue (SAr) service. These services will be supported with dif-
ferent signal structures and encoding formats tailored to support the particular 
service.

4.4.2 Navigation Data and Signals

Table 4.3 lists some of the key parameters for the Galileo that will be discussed 
in this section. The table lists the Galileo signals, frequencies, identifiable signal 

TABLE 4.3. Key Galileo Signals and Parameters

Signal Frequency (MHz) Component Data Service

E1 1575.420
E1-B I/NAV OS/CS/SOL
E1-C Pilot

E6 1278.750
E6-B C/NAV CS
E6-C Pilot

E5 1191.795
E5a 1176.450 E5a-I F/NAV OS

E5a-Q Pilot
E5b 1207.140 E5b-I I/NAV OS/CS/SOL

E5b-Q Pilot
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component, its navigation data format, and what service the signal is intended 
to support. The European union has published the Galileo OS Interface 
Control Document, which contains significant detail on the Galileo signals in 
space [20]. All of the Galileo signals transmit two orthogonal signal compo-
nents, where the in-phase component transmits the navigation data and the 
quadrature component is dataless (i.e., a pilot). These two components have 
a power sharing so that the dataless channel can be used to aid the receiver 
in the acquisition and tracking of the signal. All of the individual Galileo GNSS 
signal components utilize phase-shift keying modulation and rHCP for the 
navigation signals.

To support the various services for Galileo, three different navigation 
formats are planned for implementation: (1) a free navigation (F/NAV) format 
to support OS in for the E1 and E5a signals; (2) the integrity navigation  
(I/NAV) format is planned to support SOL services for the L1 and E5b signals; 
and (3) a commercial navigation (C/NAV) format is to support CS.

Galileo E1 frequency (same as GPS L1) at 1574.42 MHz will have a split-
spectrum-type signal around the center frequency. This signal is planned to 
interoperate with the GPS L1C signal; however, discussions continue on the 
technical, political, and intellectual property aspects with its implementation. 
Despite these challenges, the Galileo E1 signal is planned to be a combined 
BOC (CBOC) signal that is based upon two BOC signals (a BOC(1,1) and 
BOC(6.1) basis component) in phase quadrature. The E1 in-phase component 
has I/NAV data encoded on it and the quadrature phase has no data (i.e., pilot).

The Galileo E6 signal is planned to support CS at a center frequency  
of 1278.750 MHz, with no offset carrier, and a spreading code at a rate of 
5.115 MHz (5 × 1.023 MHz). The E6 signal has two signal components in 
quadrature, where the C/NAV message format is encoded on the in-phase 
component, and no data are on the quadrature component.

The E5 signal is a unique GNSS signal that has an overall center frequency 
of 1191.795 MHz, with two areas of maximum power at 1176.450 and 
1207.140 MHz. The wideband E5 signal is generated by a modulation tech-
nique called alternate binary offset carrier (altBOC). The generation of the 
E5 signal is such that it is composed of two Galileo signals that can be received 
and processed separately or combined by the user. The first of these two signals 
within the composite E5 signal is the E5a, centered at 1176.450 MHz (same  
as the GPS L5). The E5a signal has again two signal components, transmitted 
in quadrature, where one has data (in-phase) and other does not (quadrature). 
The F/NAV data are encoded onto the in-phase E5a channel at a 50-sps rate. 
The second of these two signals within the composite E5 signal is the E5b, 
centered at 1207.140 MHz. The E5b signal has two signal components, trans-
mitted in quadrature, where one has data (in-phase) and the other does  
not (quadrature). The in-phase channel has the I/NAV message format at a 
250-sps rate to support OS, CS, and SOL applications. The data encoded within 
the I/NAV format will contain important integrity information necessary to 
support SOL applications [21].
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4.5 COMPASS/BD

Compass is the Chinese developed GNSS, where Compass is an English trans-
lation for BD. The Chinese government performed initial development on the 
Compass in the 2000–2003 timeframe with reference to BD-1. Current Compass 
development is often referred to as BD-2. The Compass space segment is 
called a Dipper constellation that plans for an eventual 27 MEO, 5 geostation-
ary earth orbits (GEOs), and 3 inclined GEOs (IGSO) satellites. The GEOs 
are planned for longitude locations at: 58.75°E, 80°E, 110.5°E, 140°E, and 
160°E. The system will use its own datum, China Geodetic Coordinate System 
2000 (CGCS2000), and time reference BeiDou time (BDT) system, relatable 
to uTC. Of the BD-2 SVs, the first MEO Compass M-1 satellite was launched 
on April 14, 2007. The GEOs have been launched with an orbital radius of 
42,164.17 km. The first IGSO SV was launched on July 31, 2010 with an inclina-
tion angle of 55° (same as GPS MEOs).

While there are multiple global and regional services planned for Compass, 
only a test version of the interface control document (ICD) has been released 
[21]. The ICD does identify the three development phases of the Compass/BD 
and the system frequency and signal characteristics are expected to change in 
the migration from the current Phase II to Phase III. The current ICD specifies 
a B1 GNSS signal at a center frequency of 1561.098 MHz. The architecture is 
based on a CDMA approach. The spreading codes used are Gold codes, based 
on 11 stages of delay, running at 2.046 Mcps, so the code will repeat after 1 ms. 
Navigation data on the in-phase channel of the MEO and IGSO SVs is at a 
rate of 50 bps, with a secondary code rate of 1 kbps. Navigation data on the 
in-phase channel for the GEOs is at a 500-bps rate.

4.6 QZSS

The QZSS Navigation Service is a regional space-based positioning system 
being developed by the Japan Aerospace Exploration Agency (JAXA). The 
QZSS is to be interoperable with GPS and provides augmentation to the GPS 
over the regions covered by a particular Quasi-Zenith Satellite (QZS). The 
QZSS also includes additional services and signals to support a variety of 
users. Details of the QZSS and how to interface to the signal in space can be 
found in ref. 22.

Table 4.4 illustrates the various navigation signals for the QZSS. Some of 
the QZSS signals are similar to the GPS signals (L1 C/A, L2C, L5, and L1C); 
the L1-submeter accuracy with integrity function (SAIF) signal is a space-
based augmentation system (SBAS)-type signal, and the LEX is an experi-
mental signal.

The QZSs are in a highly inclined elliptical orbit (HEO), that is, geosyn-
chronous with the earth rotation rate. There are provisions for three QZSs 
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with their semimajor axis of 42,164 km at an inclination of 43°. There are  
plans to place QZSs at longitude locations corresponding to right ascension 
of ascending node (rAAN) of 90°, 210°, and 330°. The first phase of the  
QZSS produced the launch of the first Michibiki QZS on September 11, 2010 
and is centered at a longitude of approximately 135°E. (Michibiki means  
to guide or lead the way.) This satellite is in operation at an approximate 
location of a rAAN equal to 195° (i.e., longitudually centered over Japan). 
Two additional QZSs are planned. For a user in the Southeast Asia area, the 
QZS will track out a “figure eight” in the sky. Most users in that area will 
have good visibility to the QZS 24 h a day with a slowly varying Doppler 
frequency.

The L1 C/A, L2C, L5, and L1C codes are similar to the GPS codes and use 
different Gold code PrNs identified in the QZSS IS [23]. The L1-SAIF signal 
is an additional ranging signal and provides the augmentation data to GPS. 
The L1-SAIF signal has a data rate of 250 bps with a rate one-half convolution 
code to produce a 500 sps and is a wide area differential GPS (DGPS) that is 
a GPS-SBAS, and implements the specification defined by the radio Technical 
Commission for Aeronautics (rTCA) [23].

The LEX signal is considered an L-band experimental signal and imple-
ments a spreading code known as a Kasami sequence. The LEX signal is 
formed by chip-by-chip multiplexing of two of the sequences. Data are encoded 
onto the small Kasami sequence at a 250-sps rate for a net data rate of 2 kbps. 
A block reed–Solomon code is added for FEC. The quadrature phase of the 
LEX is modulated with the long Kasami sequence with no navigation data. 
The LEX spreading code runs at a rate of 5.115 MHz (5 × 1.023 MHz), using 
BPSK, so it is often shown as BPSK(5).

TABLE 4.4. Key QZSS Signals and Parameters

Signal Frequency (MHz) Bandwidth (MHz) Comment

L1C/A 1575.42 24 GPS interoperable signal 
(current and future)L1C

L2C 1227.60 24
L5 1176.45 24.9
L1-SAIF 1575.42 24 Compatible with GPS-

SBAS
WDGPS

LEX 1278.75 39 Experimental signal with 
high data rate (2 kbps) 
(same carrier as Galileo 
E6 signal)
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PROBLEMS

4.1 An important signal parameter is the maximum Doppler shift due to 
satellite motion, which must be accommodated by a receiver. Find its 
approximate value by assuming that a GPS satellite has a circular orbit 
with a radius of 27,000 km, an inclination angle of 55°, and a 12-h period. 
Is the rotation rate of the earth significant? At what latitude(s) would 
one expect to see the largest possible Doppler shift?

4.2 Another important parameter is the maximum rate of Doppler shift in 
hertz per second that a PLL must be able to track. using the orbital 
parameters of the previous problem, calculate the maximum rate of 
Doppler shift of a GPS signal one would expect, assuming that the 
receiver is stationary with respect to the earth.

4.3 Find the power spectrum of the 50-bps data stream containing the naviga-
tion message. Assume that the bit values are −1 and 1 with equal prob-
ability of occurrence, that the bits are uncorrelated random variables, and 
that the location of the bit boundary closest to t = 0 is a uniformly dis-
tributed random variable on the interval (−0.01 s, 0.01 s). (Hint: First find 
the autocorrelation function R(τ) of the bit stream and then take its 
Fourier transform.)

4.4 In two-dimensional positioning, the user’s altitude is known, so only three 
satellites are needed. Thus, there are three pseudorange equations con-
taining two position coordinates (e.g., latitude and longitude) and the 
receiver clock bias term B. Since the equations are nonlinear, there will 
generally be more than one position solution, and all solutions will be  
at the same altitude. Determine a procedure that isolates the correct 
solution.

4.5 Some civil receivers attempt to extract the L2 carrier by squaring the 
received waveform after it has been frequency-shifted to a lower IF. Show 
that the squaring process removes the P(y)-code and the data modula-
tion, leaving a sinusoidal signal component at twice the frequency of the 
original IF carrier. If the SNr in a 20-MHz IF bandwidth is −30 dB before 
squaring, find the SNr of the double-frequency component after squar-
ing if it is passed through a 20-MHz bandpass filter. How narrow would 
the bandpass filter have to be to increase the SNr to 0 dB?

4.6 The relativistic effect in a GPS satellite clock, which is compensated by 
a deliberate clock offset, is about

(a) 4.5 parts per million

(b) 4.5 parts per 100 million

(c) 4.5 parts per 10 billion

(d) 4.5 parts per trillion
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4.7 The following component of the ephemeris error contributes the most to 
the range error:

(a) along-track error

(b) cross-track error

(c) both along-track and cross-track errors

(d) radial error.

4.8 The differences between pseudorange and carrier phase observations 
are

(a) integer ambiguity, multipath errors, and receiver noise

(b) satellite clock, integer ambiguity, multipath errors, and receiver 
noise

(c) integer ambiguity, ionosphere errors, multipath errors, and receiver 
noise

(d) satellite clock, integer ambiguity, ionosphere errors, multipath errors, 
and receiver noise.

4.9 GPS WN started incrementing from zero at

(a) midnight of January 5–6, 1980

(b) midnight of. January 5–6, 1995

(c) midnight of December 31–January 1, 1994–1995

(d) midnight of December 31–January 1, 1999–2000.

4.10 The complete set of GPS satellite ephemeris data comes once in 
every

(a) 6 s

(b) 18 s

(c) 30 s

(d) 150 s.

4.11 Describe how the time of travel (from satellite to receiver) of the GPS 
signal is determined.

4.12 Calculate the time of the next GPS week rollover event.

4.13 How far does a Galileo satellite move during the time it takes the signal 
to leave the satellite and be received at Earth? use a nominal transit 
time in your calculation.
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5.1 APPLICATIONS

While there are many global navigation satellite system (GNSS) receiver and 
antenna systems used today, they vary significantly in size, cost, capabilities, 
and complexity. These variations are largely driven by the end-user applica-
tion. Clearly, the characteristics of a consumer-grade GNSS antenna are very 
different from those used in aviation, surveying, or space applications. A per-
formance characteristic that is very critical for one application may not be 
important or even desirable in another application. The performance require-
ments for different applications are often mapped directly into the require-
ments for the antenna to be used in that particular application. The following 
sections will discuss several key antenna performance characteristics with 
discussion pertaining to their application.

5.2 GNSS ANTENNA PERFORMANCE CHARACTERISTICS

The overriding requirement of any GNSS antenna is to convert the various 
GNSS signals intended for use from an electromagnetic wave to an electrical 
signal suitable for processing by the GNSS receiver. To do this effectively, there 
are several important performance characteristics that must be considered in 
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the design of the GNSS antenna. Although there may be very specific perfor-
mance characteristics for specific applications, the most important character-
istics will be discussed here.

5.2.1 Size and Cost

In the world of antenna design, size (i.e., aperture) is arguably one of the most 
important factors. The eventual size of the antenna, most often constrained 
by the intended application, will often limit the eventual performance of the 
antenna. for example, the size and cost constraints of consumer cell phone 
applications are a major factor in the performance of the GNSS antenna 
within the cell phone. This size constraint is based upon the real estate  
allocated to the GNSS antenna considering all of the other functions to  
be performed by the cell phone and still allows it to fit in your pocket. for 
other applications, the size and cost may be less constrained so that other 
performance requirements can be achieved. for example, in a fixed ground-
based GNSS reference station application, the antenna can typically be larger 
to produce high-quality code and carrier phase measurements but may cost 
more.

5.2.2 Frequency and Bandwidth Coverage

The GNSS antenna must be sensitive to the GNSS signals’ center frequency 
and must have sufficient bandwidth to efficiently receive these signals, but 
there are several impacts on other performance characteristics that are impor-
tant. figure 5.1 graphically illustrates the various carrier frequencies and band-
widths for various GNSSs in the L-band (1.1–1.7 Ghz).

As seen in fig. 5.1, the various GNSS frequencies for a particular GNSS 
typically span a considerable amount (e.g., several hundreds of megahertz) so 
that ionosphere delay estimates can effectively be done for dual/multifrequency 
GNSS users. To have a single antenna span, the entire GNSS L-band from 
about 1150 to 1620 Mhz would require an antenna to have about 33% band-
width; this would likely require a broadband type of antenna design. Another 
consideration evident from fig. 5.1 is at each center frequency corresponding 
to a particular GNSS signal, the bandwidth requirement is not that large when 
considering the carrier frequency (i.e., on the order of a couple percent band-
width in most cases); these requirements could be met with a multifrequency 
band antenna design, which is typically different from a nearly continuous 
broadband antenna design. At first glance, the frequency and bandwidth 
requirements do not look very challenging, but when other performance 
requirements are considered for various applications, the design requirements 
become clearer.

The dual/multifrequency capabilities of various GNSSs tend to find applica-
tion for more high-performance users who have requirements for compre-
hensive ionosphere error mitigation or, to a more limited extent, frequency 
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diversity application. Most other applications can be satisfied with the single-
frequency capabilities inherent in a GNSS, such as low-cost consumer and 
general-purpose GNSS applications.

for example, to receive a GNSS signal at a single frequency over a rela -
tively narrow bandwidth (e.g., L1, C/A-code), an antenna can typically be built 
much smaller and at a lower cost with less stringent performance require-
ments than a multifrequency wideband GNSS antenna (e.g., L1L2L5 and  
C/A, P(y), M, L5). however, even for this single-frequency narrowband GNSS 
antenna, other performance requirements may dominate such as size and cost. 
Such applications in the cellular phone market demand small inexpensive 
antennas. As the size decreases, the efficiency will be decreased and special 
considerations for tuning become increasingly important. furthermore, as the 
size of this type of antenna decreases, the radiation characteristics typically 
change.

for multifrequency GNSS antennas there are two general design approaches 
pursued. one approach is to design a multifrequency GNSS antenna with 
multiple resonances designed into the antenna structure. Such an antenna is 
typically a dual-frequency, dual-layer patch antenna. These types of antennas 
provide very good performance over a limited bandwidth but do not cover the 
bands between the frequencies of interest. The second general approach 
pursued in multifrequency GNSS antennas is a broadband design. Such a 
design would cover the entire band from the lowest frequency of interest to 

Fig. 5.1 Illustration of GNSS frequency and bandwidth (BW) for various GNSSs.
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the highest frequency of interest, where the performance may be optimized 
and specified for the various GNSS bands of interest. While the antenna per-
formance may vary over the entire band, the performance at the frequencies 
of interest can easily be verified. Examples of these types of antennas are helix 
and spiral types of antennas. helix antennas have historically been used on 
the Global Positioning System (GPS) and Global orbiting Navigation Satellite 
System (GLoNASS) space vehicles (SVs) and, in a more limited extent, in 
the user segment. With the advent of new GNSS signals and systems, the choice 
of broadband spiral-based antennas is becoming more popular in recent years 
for advanced user equipment.

5.2.3 Radiation Pattern Characteristics

The GNSS antenna must have sufficient gain to effectively convert the GNSS 
electromagnetic wave into a signal voltage so that it can be processed by the 
GNSS receiver. In accomplishing this goal, the GNSS antenna’s radiation 
characteristic should exhibit certain characteristics. These will be addressed 
with respect to the desired and undesired signals of interest.

for a terrestrial GNSS user, the GNSS antenna should provide “nearly 
uniform gain” with respect to the GNSS SV elevation angle in the upper-
hemisphere and omnidirectional coverage with respect to the GNSS SV 
azimuth angle. Now the description of nearly uniform gain means that while 
a constant gain of the GNSS SV signal from zenith down to the receivers mask 
angle is desirable, it is difficult to achieve and not explicitly required. Some 
gain variation can be tolerated in the antenna coverage volume, which will 
produce a variation in carrier-to-noise ratio (C/No) for the respective SV being 
tracked by the receiver; however, there is a limit to the amount of gain varia-
tion that can be tolerated in the GNSS receiver. This variation is typically 
limited by the code cross correlation within the GNSS receiver tracking loops. 
for GPS C/A-code processing, if one GPS pseudorandom noise (PrN) C/A-
code is greater than another GPS C/A-code by about 20 dB, cross correlation 
can be significant. A couple of dB power level variations will occur due to  
the GNSS signal versus elevation angle variations, which will be part of this 
power budget. In most cases, a gain variation of no more than about 15 dB is 
desirable.

A mask angle used in GNSS antennas refers to an elevation angle (e.g., 5° 
or 10°) above the horizon, where a GNSS signal may be tracked by the receiver 
but is discarded. The reason for discarding signal measurements at these low 
elevation angles is that these signals often have more measurement error on 
them due to atmospheric effects, signal multipath, and lower C/No. for some 
geodetic applications, the mask angle is increased to 20° to help ensure high-
quality measurements but at the expense of availability of the GNSS signals. 
other applications may decrease the mask angle to help increase the GNSS 
signal availability. Still other systems, such as indoor applications, may not 
implement any mask angle due to the dynamic nature of the user antenna and 
the signal power challenged operational environment.
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A significant number of user applications want to efficiently receive the 
desired GNSS SV signals of interest and at the same time minimize any unde-
sired signals due to multipath or interference. Antenna design, ground planes, 
and pattern shaping can help receive the desired signals of interest and mini-
mize the undesired signals of interest.

Most GNSS user antenna technologies involve a ground plane or planar 
structure so the GNSS antenna gain will naturally decrease as the elevation 
angles decrease. This is most often the dominant effect for decreasing C/No 
for low-elevation GNSS SV signal reception for terrestrial users. The use of 
ground planes for most applications additionally helps in the mitigation of 
multipath.

To optimize the received power from the GNSS antenna, the polarization 
of the antenna should match the polarization of the incident GNSS electro-
magnetic wave. Most radiation characteristics are depicted graphically in 2D 
or 3D plots where the pattern is represented as a far-field power pattern;  
2D plots provide a better quantitative illustration of the radiation character-
istics of the GNSS antenna and are often called an elevation (i.e., vertical) cut 
or an azimuth (i.e., horizontal) cut, but this depends upon the users’ frame of 
reference.

for certain applications, the radiation characteristics of the GNSS antenna 
are less important than the requirement to make the antenna a small size or 
very inexpensive. An example of this type of application is in the mobile, low-
cost consumer market. for these applications, the antenna must be a small size 
so that it can economically and practically fit within the size, cost, and real-
estate constraints of the host device (e.g., a cell phone). In these types of 
applications, which include indoor applications, while multipath signals can 
cause large errors, they can also be used for degraded positioning if no direct 
signals are present. When the antenna size (i.e., aperture) is significantly 
decreased, the radiation pattern may have a more omnidirectional character-
istic in all directions (i.e., isotropic) but will likely be affected by the other 
components around it.

5.2.4 Antenna Polarization and Axial Ratio

Although there is a wide variety of GNSS antennas, most are designed for 
right-hand circular polarization (rhCP) to match the polarization of the 
incoming GNSS signal. (The polarization of the GNSS electromagnetic signal 
is the direction the time-harmonic electric field intensity vector travels as the 
wave travels away from the observation point.) [1] for certain special cases, a 
GNSS antenna with polarization diversity or a linearly polarized (LP) antenna 
can be used. Polarization diversity can be used in some limited cases to help 
mitigate some known interference source, with known polarization. If an LP 
antenna is used to receive an rhCP GNSS signal and it is placed perpendicu-
lar to the incoming rhCP signal, 3-dB signal loss will occur due to the polar-
ization mismatch; however, the gain of the antenna may be used to make up 
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for this polarization mismatch loss. As will be shown later, two orthogonally 
LP signal components can be combined to optimally receive a circularly polar-
ized electromagnetic wave.

In general, the polarization of an electromagnetic wave is elliptical, with 
circular and linear polarization being special cases. The axial ratio (AR) of an 
antenna refers to the sensitivity of the antenna to the instantaneous electric 
field vector in two orthogonal polarization directions of the antenna, in par-
ticular, the magnitude of the maximum value (i.e., magnitude in the semimajor 
axis of the traced elliptical polarization) to the magnitude of the wave in the 
orthogonal direction (i.e., in the semiminor axis direction), as expressed in  
Eq. 5.1. Thus, for a GNSS antenna to be maximally sensitive to the incoming 
rhCP GNSS signal, it should have an AR of 1 (i.e., 0 dB), so that the electric 
field intensity vectors in the direction of maximum sensitivity are the same in 
the orthogonal direction. Depending upon the design type of the GNSS 
antenna, it is typically a good metric at boresight (i.e., in the zenith direction) 
for a GNSS antenna:

 AR
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Eθ = complex E field in the spherical coordinate direcion θ
Eϕ = complex E field in the spherical coordinate direcion ϕ
E = Eθ aθ + Eϕ aϕ

aθ = unit vector in the θ direcion
aϕ = unit vector in the ϕ direcion

To illustrate how rhCP (and left-handed circular polarization [LhCP]) can 
be produced, consider two orthogonally placed dipole antennas as shown in 
fig. 5.2 from a “top-view” perspective receiving an incident rhCP signal at 
zenith (i.e., straight into the page). The center of the two dipoles is at the origin 
of the local antenna coordinate system in the x-y plane, where dipole #1 is 
aligned with the x-axis, dipole #2 is aligned with the y-axis, and the z-axis is 
pointed outward (i.e., out of the page).

Now, when the GNSS signal leaves the satellite, it can be described as 
propagating in a + zSV direction (in an SV coordinate system) and represented 
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as a normalized GNSS rhCP signal as EGNSS (zsv, t) = cos(ωct)ax + sin(ωct)ay. 
This GNSS signal is incident on the GNSS antenna, where the antenna coor-
dinate system has a + z direction pointed toward zenith (i.e., in the opposite 
direction of the SV coordinate system +zSV). Thus, we can represent the inci-
dent normalized GNSS signal onto our local antenna coordinate systems, as 
shown in fig. 5.2, as EGNSS (z, t) = cos (ωct)ax − sin (ωct)ay.

The normalized signal response on dipole #1 due to the incident GNSS 
signal EGNSS (z, t) can be represented as s1(t), and normalized signal on dipole 
#2 due to the incident GNSS signal can be represented as s2(t), where these 
two signals can be simply represented as shown in Eq. 5.2:
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for the incident rhCP GNSS signal, we delay the leading E field term and 
then combine the signals to coherently add the signal response from each 
dipole. Adding the 90° delay to dipole #2, as shown in fig. 5.2, combining, then 

Fig. 5.2 Antenna configuration for reception of a GNSS rhCP signal.
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the combined signal can be represented as Eq. 5.3. When the response from 
the two orthogonal components is the same, then the AR will be equal to 1 
(i.e., 0 dB):

 s t t t tc c c( ) = + +



 =cos sin cos .ω ω π ω

2
2  (5.3)

If the incident signal was LhCP incident onto the antenna, as described by 
E(z, t) = cos (ωct)ax + sin (ωct)ay in the antenna coordinate system, then the 
signal received would be naturally 90° lag in the opposite direction and, with 
the 90° phase shift in the hybrid combiner, would produce an output response 
where the net signal from dipole #1 and dipole #2 would cancel, producing a 
zero response at the output.

Depending upon the design type of the GNSS antenna, the AR is typically 
a good metric at boresight (i.e., in the zenith direction) for a GNSS antenna, 
but the AR will typically get bigger as the elevation angle decreases. While this 
does depend on the antenna design, installations, and application, consider the 
following. Patch antennas are typically mounted on ground planes to improve 
their radiation characteristics, to minimize impedance variations, and to miti-
gate multipath. A well-known boundary condition in electromagnetics is that 
the electric field tangent to a perfect electric conductor will go to zero. As the 
elevation angle decreases, the electric field component of the incoming GNSS 
signal will obey the boundary condition and, subsequently, the “horizontal 
component” (i.e., the component parallel to the ground plane) will go to zero. 
This will leave the vertical component (i.e., the component perpendicular to 
the ground plane) as the dominant component. This is one of the reasons why 
GNSS antennas mounted over ground planes have a gain reduction as the 
elevation angle decreases.

5.2.5 Directivity, Efficiency, and Gain of a GNSS Antenna

The directivity of an antenna is the ratio of the radiation intensity in a given 
direction, normalized by the radiation intensity averaged over all space [2]. 
for GNSS applications, often the shape (i.e., directivity) of the antenna radia-
tion characteristics is very important to help maintain a more constant received 
signal power level for the various GNSS signals being tracked at various aspect 
angles from the antenna. Too much gain variation (e.g., >∼18 dB or so) across 
the coverage region of the GNSS satellite signals, can cause significant cross-
correlation issues in the code tracking loops between different PrNs. The 
amount of cross-correlation interference will depend upon the code type, 
frequency difference, and power level differences between the signals.

The gain of a GNSS antenna is related to the directivity, by the antenna 
efficiency in accordance with Eq. 5.4 [3]:

 G e Dcd( , ) ( , )θ φ θ φ= (unitless),  (5.4)
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where
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Prad = power radiated by the antenna (W)
Pin = power input to the antenna (W).

The gain for an antenna in Eq. 5.4 is often stated in units of dB (technically 
dBi [dB relative to an isotropic (i) radiator]), for a particular polarization. As 
for the efficiency of the antenna, the input power specified in Eq. 5.4 represents 
the power into the actual antenna terminal, and with the theory of reciprocity, 
this power can be viewed as the output power, at the antenna terminals for a 
GNSS reception antenna; likewise, power radiated can be viewed as power 
incident. for passive GNSS antennas, the gain is nominally 0 dBi over the 
upper hemisphere, but will often be slightly greater at zenith (e.g., +3 dBi), and 
lower (e.g., −3 dBi) at low elevation angles (e.g., 80° away from zenith). for 
electrically large or phased-array antennas the gain can increase substantially 
above the nominal 0 dBi, and care must be taken in providing sufficient gain 
to the desired GNSS signals to be received while suppressing undesired signals 
for reception to help minimize multipath and/or interference sources.

for GNSS antennas that are integrated with other radio frequency (rf) 
components, including active amplifiers, often the overall gain of the antenna 
is specified to include these devices. This is especially true for hermetically 
sealed active GNSS antennas that are designed, fabricated, and sold as a single 
hermetically sealed package.

GNSS antennas with active components are typically supplied with a DC 
voltage from the GNSS receiver up the rf transmission line. Coupling between 
the DC and rf GNSS signals is handled on either end with a “bias-T” that 
separates the DC and rf signals. Typically, the voltages vary from 3 V to 
upward of 18 V and are often accompanied with a voltage regulation circuit 
to maintain constant gain in the active amplifiers and provide for some versa-
tility when connecting various antenna and receiver combinations.

5.2.6 Antenna Impedance, Standing Wave Ratio, and Return Loss

Three additional performance parameters for a GNSS that can help assess the 
performance of a GNSS antenna are the antenna’s “input” impedance, stand-
ing wave ratio (SWr), and return loss (rL). Emphasis is placed on the word 
help because these parameters should not be used in a vacuum and are not 
exclusive. Just because a device has good impedance, a low SWr, and high rL 
does not exclusively mean it is a good antenna for the application; we must 
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still look at the radiation pattern and other performance characteristics (e.g., 
a 50-Ω load connected to a 50-Ω transmission line is a perfect match, has a 
nearly ideal SWr, and high rL, but is not a good antenna).

The theory of reciprocity in antenna theory states that, from a passive 
antenna perspective, the performance characteristics of the antenna will be 
same, whether we think of the antenna from a transmission or reception  
perspective. Thus, we can consider the antenna’s “input” impedance (from a 
transmission perspective), the same as the “output” impedance (from a recep-
tion perspective), at the antenna terminals (ZA). A desired characteristic of 
the GNSS antenna is to match the antenna impedance to the impedance of 
the transmission line that is connected to it. Most often, a transmission line 
with a characteristic impedance (Zo) of 50 Ω is used. With knowledge of the 
transmission line characteristic impedance and the antenna impedance, the 
reflection coefficient (ΓA) at the antenna terminal can be calculated as shown 
in Eq. 5.5. The reflection coefficient will vary from −1 to +1, where 0 is the 
ideal case under impedance match conditions. The reflection coefficient can 
then be used to calculate the SWr and match efficiency, as shown in Eq. 5.5. 
In the ideal case, the ΓA = 0, SWr = 1.0, and er = 1. Some engineers prefer to 
use the rL when characterizing the impedance match of the antenna in dB 
format, which is again shown in Eq. 5.5. for example, if the rL is 20 dB, that 
means that the signal that gets reflected at the antenna terminal location is 
20 dB down from the incident signal:
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where

ΓA = reflection coefficient at the antenna terminal (unitless)
Z0 = character istic impedance of the transmission line (Ω)
ZA = antenna impedance (i.e., at the treminal) (Ω)
er = mismatch (i.e., reflection) efficiency = (1 − |ΓA|2) (unitless)
rL = return loss = −20 log10 |ΓA| (dB).

5.2.7 Antenna Bandwidth

The bandwidth of a GNSS antenna refers to the range of frequencies where 
the performance of the antenna is satisfactory with respect to a particular 
performance metric [2]. for a single-frequency GNSS antenna, the range of 
frequencies is usually centered around the carrier frequency and must be wide 
enough to provide the downstream receiver system with enough signal fidelity 
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so that the GNSS signal can effectively be processed. for example, in a low-
cost C/A-code GPS application, the first null-to-null bandwidth of the signal 
(i.e., 2 × 1.023 Mhz) is often used for a minimum bandwidth requirement. 
other applications could be narrower with some signal power reductions. for 
other high-performance applications that use an advanced receiver design 
(e.g., narrow correlator), a wider bandwidth is needed to enable more effective 
tracking of the signal in the receiver [4]. Such applications may require up to 
16 Mhz in bandwidth to effectively track the C/A-code and gain the advan-
tages provided by the advanced correlator design in the receiver.

for dual or multifrequency antennas that cover distinct bands (e.g., L1 and 
L2), it is appropriate to talk about the bandwidth of the antenna for each band. 
Certain antenna technologies lend themselves well to this type of bandwidth 
characterization, such as patch antennas that are typically narrowband at a 
given resonance frequency, but can be layered or stacked to support multiple 
frequency bands.

As the number of GNSSs increases, including an increase in the number 
of frequency bands, a more “broadband GNSS signal” design approach could 
be taken for the GNSS antenna. Certain antenna technologies can be selected 
to design a GNSS antenna that would cover the entire band from 1100 to 
1700 Mhz to provide sufficient antenna bandwidth to efficiently receive the 
GNSS signals regardless of their specific frequency in that 1100- to 1700-Mhz 
band. These types of antennas are becoming increasingly popular as the 
number of GNSSs increases. A spiral antenna design is a good example of 
this type of antenna that could cover the entire GNSS band from 1100 to 
1700 Mhz.

As stated earlier, the bandwidth of a GNSS antenna refers to the range of 
frequencies where the performance of the antenna is satisfactory with respect 
to a particular performance metric. for various applications, the particular 
performance metric for satisfactory antenna performance may be specified in 
different ways. This satisfactory performance can refer to the gain, antenna 
radiation pattern characteristic, polarization, multipath performance, imped-
ance, SWr, or some other metric. Now, some of these performance metrics 
are more complicated to measure and/or quantify versus frequency. A simple 
and easy to measure metric is the SWr. often a maximum value for the SWr 
will be specified to help characterize the bandwidth. So as long as the SWr is 
less than that specified maximum value over a range of frequencies that cover 
the desired signal frequency and satisfactory performance is achieved, the 
upper and lower limits of the maximum SWr values can be used to calculate 
a bandwidth. figure 5.3 illustrates the SWr of a typical GNSS antenna plotted 
from 1 to 2 Ghz with the 2.0:1.0 SWr bandwidth metric indicated.

for broadband antennas, often the SWr is not the best metric to character-
ize the bandwidth of the antenna. for example, a helix antenna will typically 
have a reasonably good SWr over a large bandwidth; however, the antenna 
radiation pattern characteristics will typically deteriorate before the SWr 
metric goes bad.
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5.2.8 Antenna Noise Figure

The noise figure (NF) of a device refers to the amount of noise that is added 
to the output with respect to the input. The NF can be expressed as the ratio 
of the input signal-to-noise ratio (S/N)in to output signal-to-noise ratio (S/N)out, 
typically expressed in units of dB, as shown in Eq. 5.6 [5]:

 NF F= ( )10 10log (dB),  (5.6)

where

F
S N
S N

= =( / )
( / )

( ) ( )in
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noise factor power ratio unitless

Tdevice = T0 (F − 1)
T0 = reference temperature
  = 290 K (US)
  = 293 K (Japan).

As shown in Eq. 5.6 the NF is often stated as noise factor, a unitless power 
ratio, which can be related to an actual device temperature (Tdevice).

for a GNSS antenna element, two factors that will affect the antenna NF 
are the antenna brightness temperature and the physical temperature of the 

Fig. 5.3 Illustration of a GNSS antenna bandwidth using a 2.0:1.0 SWr metric.
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antenna. The antenna brightness temperature is related to what the antenna 
is “looking at.” for example, the noise at the output of the antenna terminals 
will be different if the GNSS antenna is operated in an outdoor environment, 
as opposed to inside an anechoic test chamber. The physical temperature of 
the antenna relates to how hot or cold, physically, the antenna is. for certain 
space and/or missile applications, where the antenna can see large variations 
in its physical temperature, the NF variations may be a consideration factor 
affecting the overall performance of the antenna/receiver systems.

Depending upon the application, GNSS antenna elements may be designed 
and operated as “passive” or “active” devices. Passive GNSS antennas are 
those that have GNSS antenna elements and no other active devices (i.e., 
amplifiers) integrated within the antenna enclosure. (on occasion, a passive 
bandpass filter [BPf] may be integrated within an antenna enclosure and is 
referred to as a passive GNSS antenna.) An active GNSS antenna refers to a 
GNSS antenna configuration where active amplifiers are included within  
the GNSS antenna enclosure. often direct access to the antenna connections 
(i.e., antenna terminal) is not possible because of packaging and the desire to 
minimize cost, reduce size, or to hermetically seal the unit for environmental 
considerations. for active antennas in an integrated package, independent 
measurements of the gain and noise of the antenna itself are difficult to 
measure because direct access to the antenna terminals is not possible. An 
alternative approach is to measure the gain normalized by the equivalent noise 
temperature (G/T) of the device. This type of technique has been used in the 
satellite communications community for a number of years and similar tech-
niques have been established by rTCA, Inc. for the performance characteriza-
tion of active integrated GPS antennas [6].

for most general-purpose applications with active GNSS antennas, the NF 
is not a major factor in systems performance but should be considered for 
certain applications. for example, applications of GNSS antennas on fast-
moving missiles/projectiles, high-sensitivity, indoor applications, and rooftop/
lab installations require special attention. While a detailed NF chain analysis 
is beyond the scope of the material presented here, any passive loss between 
the passive antenna and the first active device in the receiver chain will directly 
add to the NF. Thus, caution should be taken when a passive antenna is used, 
for example, on a rooftop installation, where the first active amplifier is placed 
at a substantial distance from the passive antenna element. Placing a high gain, 
low-noise amplifier (LNA) device close to the antenna terminal output is good 
practice to help minimize the overall receiver system NF.

5.3 COMPUTATIONAL ELECTROMAGNETIC MODELS (CEMS) 
FOR GNSS ANTENNA DESIGN

historically, antenna design has been based on the analytical foundations of 
electromagnetic theory that has led to physical designs, fabrication, test, and 
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often iteration to achieve satisfactory performance. In the past, the iteration 
step typically involved physically constructing the antenna, testing, then adjust-
ing the physical design, and retesting. This iteration loop continued until sat-
isfactory performance was achieved. With the advancements in recent years 
in computer technology and CEMs, the antenna design interaction loop is 
largely done in simulation. While there may still need to be physical design 
iterations, the number of physical designs can be significantly reduced with the 
implementation of CEMs in the antenna design process.

CEMs have become increasingly popular due to the increased efficiency, 
cost savings, and shorter time to market for antenna designs. for GNSS antenna 
design, CEMs that are based on “numerical methods” are well suited because 
the physical size of the GNSS antenna is not significantly larger than the 
wavelength of the GNSS signal. CEMs solve for the electric (E) and magnetic 
(H) fields across a “grid” over a region of space based on Maxwell’s equations 
(integral form or differential form). furthermore, the solutions of E and H 
can be computed in the time domain or frequency domain. Various companies 
and agencies continue to develop CEMs and have even combined various 
CEM techniques to provide software packages and products that are better 
suited for a wide variety of problems. In the paragraphs that follow, a few of 
the CEMs and methods will be discussed that are useful for GNSS antenna 
design.

The procedure of using CEMs typically involves many steps in defining the 
antenna to obtain performance predictions. for antenna design, the first step 
involves building a geometric model of the antenna and any surrounding 
objects to be simulated. The initial antenna design is based on the theoretical 
analytical design of the antenna. If nearby parts or objects are desired to be 
included in the simulation, they, too, would be geometrically built into the 
simulation model. Next, the electrical material properties of the components 
in the model need to be specified, including the conductivity (σ), the permit-
tivity (ε), and permeability (μ). Next, the excitation on the antenna would be 
produced within the model. from the theory of reciprocity, this can be thought 
of as a simulation source, and the performance will represent the antenna as 
a transmission or reception antenna (assuming no active or unidirectional 
devices are built into the model). Most CEMs include the ability to provide a 
“port excitation” or a “wave port” excitation, that is, from a voltage or current 
on a conductor, or an electromagnetic wave propagating into the simulation 
region of space. CEMs solve for the E and H fields across the domain of the 
model in “small pieces or cells” using a geometric grid-type structure. These 
computations are done across the grid in the model. Some CEMs will auto-
matically compute the grid and adapt the grid based on the frequency, span 
of frequencies, shape, and material properties of the components in the model. 
once the E and H fields have been calculated across the grid, performance 
predictions of the antenna in its simulated surroundings can be computed. 
Performance parameters such as radiation characteristics, impedances, and 
SWr can readily be produced.
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one of the most popular CEM methods implements a “method of moments 
(MoM)” technique that solves for current distributions and the E and H fields 
using the integral format of Maxwell’s equations. MoM techniques are very 
well suited for solving antenna problems that involve wire and wire-based 
array antenna designs. MoM techniques have also been called Numerical 
Electromagnetic Code (NEC) as originally developed to support the U.S. 
Navy. Today, various companies and agencies continue to develop the core 
computation engine (i.e., the NEC) and have graphical user interfaces (GUIs) 
integrated with the NEC to provide a user-friendly interface. Popular CEMs 
that implement MoM techniques are fEKo [7], IE3D [8], and WIPL-D [9].

finite element methods (fEMs) typically use a triangular cell structure  
and solve for the E and H fields using a differential equation-based imple-
mentation of Maxwell equations. fEMs have found applications in scattering 
and patch antenna design applications and are often integrated with other 
CEM techniques to provide enhanced capability. one popular CEM that 
implements fEM techniques is the high frequency Structure Simulation 
(hfSS) [10].

one of the earliest introduced techniques of CEMs is the finite difference 
time domain (fDTD) method. With the advances in computer computation 
capability, fDTD methods have become more efficient in recent years. fDTD 
methods solve for the E and H fields in a “leap frog” method across the grid 
in time steps. fDTD methods are well suited for broadband computations, but 
computation time will increase as the model becomes bigger with respect to 
the simulated wavelength. one popular CEM that implements fDTD tech-
niques is the Xfdtd® [11].

5.4 GNSS ANTENNA TECHNOLOGIES

5.4.1 Dipole-Based GNSS Antennas

one of the most fundamental electrically sensitive antennas is a half-wave 
dipole antenna that operates near resonance of the desired frequency of 
operation. Dipole antennas are sensitive to electric fields that are colinear with 
the orientation of the dipole. The length is one-half of the respective wave-
length and is tuned to produce a good impedance match. An ideal λ/2 dipole 
will have an impedance of ZA = 72 + j42.5 Ω. Typically, the length is shortened 
slightly to reduce the real part of the impedance to 50 Ω and a small amount 
of capacitance could be added to cancel out the slight inductance of the reac-
tive part of the antenna impedance. As an antenna size decreases less than 
half-wavelength, the efficiency and gain of the antenna will decrease.

5.4.2 GNSS Patch Antennas

one of the most popular GNSS antenna types is the patch antenna. Patch 
antennas offer many advantages and a couple of disadvantages for various 
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applications. Patch antennas are a form of microstrip antennas that are typi-
cally printed on the surface of a microwave dielectric substrate material with 
a ground plane on the bottom side of the dielectric substrate material. Patch 
antennas date back to the 1950s and today have wide spread applications in 
GNSS [12]. They have a low profile, which is a significant advantage for 
dynamic vehicles to minimize wind resistance, snow/ice buildup, and minimize 
breakage. The low profile is also an advantage in consumer applications such 
as cell phones. The low profile lends itself well to high-volume production 
methods and integration with rf front-end circuits such as LNAs and BPfs 
that can be added to the back side (bottom of the antenna ground plane) of 
the antenna. Patch antennas can be produced in various form factors to suit  
a wide variety of applications from low-cost consumer products to high-
performance aviation markets. figure 5.4 illustrates a commercially available 
aviation patch antenna [13], conforming to the aviation ArINC 743A [14] 
form factor.

The microstrip patch antennas start with a high-quality material that is 
often double-clad copper on the top and bottom, whereby some of the copper 
on the top is etched/removed to form the radiating element of the patch.  
While patch antennas can be fabricated with techniques similar to printed 
circuit boards, the dielectric materials that make up the substrate as well as 
the fabrication process need to be tightly controlled to help ensure acceptable 
performance over a variety of temperature and operational environments. 
higher-performance dielectric materials are made from specific dielectric 
compounds to help minimize variations in electrical properties during manu-
facturing and over various operational temperatures. In particular, the relative 
permittivity (εr) and the dielectric thermal expansion coefficient are controlled 
for the dielectric substrate materials. The thickness of the dielectric substrate 

Fig. 5.4 Patch antenna aviation form factors (with radome) [13] (courtesy of Sensor 
Systems®, Chatsworth, California).
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materials is a small fraction of the wavelength, (e.g., 0.5–5.0% [i.e., ∼1 to 
10 mm]) with εr typically in the 2–10 region. There are various manufacturers 
that make these types of high-frequency dielectric materials such as rogers 
[15] and Taconic [16].

Microstrip patch antennas operate in a cavity resonance mode where one 
or two of the planner dimensions of the patch are of lengths equal to one-half 
of the wavelength in the dielectric substrate material (i.e., λd/2). With the patch 
element length equal to λd/2, the cavity will resonate at its fundamental or 
dominant frequency. It should be kept in mind that higher-order modes will 
also resonate, but these modes often produce undesirable performance char-
acteristics for GNSS antennas (e.g., undesirable radiation pattern characteris-
tics). There are a variety of shapes that can be used for patch antennas including 
square, nearly square, round, and triangular shaped. Additionally, there are a 
variant of feeding techniques for patch antennas including edge fed, probe fed, 
slot fed, and other variants. Configurations to provide a foundation for patch 
antenna design, and those commonly found in GNSS antennas, will be dis-
cussed next.

5.4.2.1  Edge-Fed, LP, Single-Frequency GNSS Patch Antenna  To provide 
a foundation for patch antenna design, consider a single-frequency, edge-fed 
patch antenna as shown in fig. 5.5, illustrated for two orthogonal orientations. 
The patch is edge and center fed and will produce LP for the individual ori-
entations as illustrated by the magnitude of the far-field electric field vector 
|Eff|. for patch antennas, radiation comes from the edges of the patch as illus-
trated in fig. 5.5 between the top conductive patch and the bottom ground 
plane. The dielectric substrate is between the two conductive materials. To 
obtain a resonance frequency fr, the length (L) of the patch can be set to one-
half of the wavelength in the dielectric material with relative permittivity (εr) 
in accordance with Eq. 5.7. To account for the fringing of the fields at the edges 
of the patch, the effective length of the patch can be increased slightly; an 
approximation is provided in Eq. 5.7:

Fig. 5.5 Illustration of a single-frequency edge-fed patch antenna.
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where

L = length of patch design for resonance, (m)
Leff = effective length of patch design for resonance, (m)
λd = wavelength in dielectric, (m)
λr = wavelength for desired resonance, (m)
εr = relative permittivity of dielectric substrate, (unitless)
c = speed of light, (m/s).

The radiation from the edges of the patch antenna illustrated in fig. 5.5 act 
like slot radiators. When the length of the patch is adjusted “tuned” for the 
desired resonance frequency, at a particular instant of time, the E field will 
come from the ground plane to patch at radiating slot #1 (along feed edge) 
and from the top patch to the ground plane at radiating slot #2 (along far 
edge). Internal to the substrate (between the top patch and the ground plane), 
the E field will decrease in amplitude, moving toward the center of the patch. 
In the middle of the patch, the E field will be zero.

for this simple edge-fed patch, Jackson and Alexopoulos computed the 
approximate formulas for the input resistance and bandwidth [17] as shown 
in Eq. 5.8. These expressions provide good insight that an increase in band-
width can be achieved by increasing the height of the dielectric material or 
increasing the width (W) of the top radiating element. here, the bandwidth is 
shown using an SWr less than 2.0 metric and expressed as a fractional band-
width (i.e., the bandwidth with respect to the resonance frequency). The 
impedance will be maximum at the edge of the patch and will decrease in a 
sinusoidal fashion to a value of 0 Ω in the middle of the patch in accordance 
with Eq. 5.8, where yo represents the offset distance from the edge, along the 
center line:
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and
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where

yo = offset distance from the edge along the center line, (m).

5.4.2.2  Probe-Fed,  LP,  Single-Frequency  GNSS  Patch  Antenna  Probe-
fed GNSS antennas are extremely popular and have the advantage of mini-
mizing the overall size of the antenna and integrating the rf front-end 
amplifiers and filters on the back side of the antenna ground plane. figure 
5.6 illustrates a passive patch antenna that is probe fed with a coaxial cable 
or connector output. The center conductor is connected to the top patch via 
a hole in the dielectric material (and ground plane), and the connector 
ground/return is connected directly to the bottom ground plane. once again, 
the probe can be connected to the edge or moved inward to help match the 
antenna impedance to the cable/connector impedance [18, 19]. A factor that 
should be considered with probe-fed patch antennas is the inductance intro-
duced by the probe going through the dielectric substrate at the desired 
resonance frequency [20]. The real and imaginary parts of the input imped-
ance for a probe-fed patch antenna can be analytically approximated shown 
in Eq. 5.9:
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Fig. 5.6 Passive probe-fed patch antenna with a coaxial/connector output.
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where

η = intrinsic impedance, (ohms)
k = phase constant, (rad/m)
d = diameter of probe, (m).

for some low-cost, low-bandwidth (e.g., C/A-code) applications, a thin sub-
strate can be used and the added inductance can be tolerated; however, for 
high-quality and larger-bandwidth patch antennas, this added inductance  
can be compensated for. As shown in Eq. 5.9, as the height of the dielectric 
substrate increases, so does the inductance at the feed. There are several 
approaches that can be implemented to help compensate for the probe-feed 
inductance. one approach is to tune the patch at a slightly higher frequency 
(slightly above the resonance frequency), where the probe inductance will be 
close to zero. Another popular approach is to add a small amount of capaci-
tance to the feed. once again, there are several ways to add capacitance to the 
feed location; fig. 5.7 illustrates a common capacitive coupler ring approach. 
This approach simply adds a thin circular ring where the electromagnetic 
signal is coupled between the probe and the top patch element [21, 22].  
The width of this ring is typically small (e.g., <1 mm) and will help cancel out 
the probe inductance.

5.4.2.3  Dual  Probe-Fed,  RHCP,  Single-Frequency  GNSS  Patch Antenna 
Each of the patch antennas presented above, edge-fed or probe-fed, produces 
(or receives) LP. In the designs presented above, the feed, either edge fed or 
probe fed, was placed in the center of the feed side (i.e., at W/2). To generate 
or receive circular polarization, each of these geometrically orthogonal signal 
polarization components can be combined, in a quadrature fashion, to produce 
either rhCP or LhCP. The combination of the two orthogonal signal com-
ponents can be combined at rf using an rf hardware device such as a 90° 

Fig. 5.7 Probe-fed patch antenna with capacitive coupler ring.
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microstrip hybrid combiner printed directly on the antenna substrate or a 
separate rf circuit component (i.e., similar 90° hybrid power combiner); this 
approach will produce an rf output that will be rhCP or LhCP, depending 
upon the port combination. for rhCP, the leading port from a top-view signal 
reception perspective, will be delayed so that the two ports get combined in 
phase. Impedance matching of each port can be performed within the microstrip 
hybrid combiner for an edge-fed patch or by moving the probe feed inward 
from the edge. The size of each side (i.e., L) of the patch will be tuned to obtain 
resonance at the desired frequency; thus, the patch can be square (i.e., perfectly 
square). figure 5.8 illustrates this dual probe-fed square patch for a single-
frequency GNSS antenna. here, each port can be used individually to receive 
each LP component or combined in quadrature for rhCP or LhCP. (form 
rhCP in accordance with Eq. 5.2.)

5.4.2.4  Single Probe-Fed, RCHP, Single-Frequency GNSS Patch Antenna 
In all of the above LP cases, the antenna feed was placed in the center of the 
feed side. As discussed earlier, as the feed is moved inward, from the edge 
toward the center, the impedance will decrease; this procedure can be used to 
help match the input impedance of the antenna to the transmission line. If, 
however, the feed location is moved laterally (i.e., away for the center of the 
feed side to the left or right), then the polarization will go from being purely 
linear to elliptical, and possibly circular toward the diagonal of a patch antenna 
that is “nearly square.” for an edge-fed patch, the feed can be placed directly 
on the corner and the impedance matched. for a probe-fed patch, the feed is 
most often placed on the diagonal of the nearly square patch and moved 
inward, away from the corner to match the impedance.

The selection of the L and W of the nearly square patch antenna is impor-
tant to obtain good CP performance. When the feed is placed on or near the 

Fig. 5.8 Dual probe-fed patch antenna with separate quadrature power combiner (top 
and bottom view).
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diagonal of the patch antenna, two polarization or transmission modes will be 
produced internal to the patch (i.e., in the dielectric medium, that can be rep-
resented as a resonance cavity, but now with two orthogonal signals within). 
The key is to provide both of the two orthogonal components, at the feed 
location, with equal amplitude, where one signal is 45° leading a reference 
phase, and the other signal is 45° lagging the reference phase. Since the two 
signal component phases are different at the feed location, their respective 
resonance frequency will be different for each of the two orthogonal signals, 
and the reference phase should be related to the desired resonance center 
frequency. (often the two internal signal components are referred to as degen-
erative modal signals.) The corresponding lengths of each side of the patch 
will be slightly different, to produce two orthogonal degenerative modal 
signals, with slightly different resonance frequencies. The net effect is to 
produce two equal amplitude signals that are 90° out of phase, at the feed 
location, that will effectively add to produce an rhCP (or LhCP) signal at 
the feed location.

The total quality factor (Qt) for the antenna at resonance can be used as a 
basis for calculating the difference between the lengths of each of the sides of 
a nearly square patch antenna [23]. The selection of the two lengths of the 
nearly square patch can be designed in accordance with Eq. 5.10, where one 
design degenerative mode, f10, is set below the desired resonance frequency 
(fr), and the other design degenerative mode, f01, is set to be above fr, by a 
nearly equal amount. Both Qt and the AR will go into the approximation of 
the BW as shown in Eq. 5.10:
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where
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Qt = quality factor at resonance for the antenna
AR = axial ratio.
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Consider the following example. for a Qt equal to 10, a total of 10% variation 
in the two degenerative signal modes (i.e., f10 and f01) will be desired. Thus, f10 
could be selected as 5% below fr and f01 could be selected to be 5% above fr. 
The lengths of each side of the nearly square patch would be different by about 
10%. At boresight, if the AR is 1, then the percent bandwidth would be 1.2% 
or about 16 Mhz at the GNSS L1 frequency.

Now, as described above, the corresponding lengths of each side of the patch 
would be slightly different to produce two orthogonal degenerative modal 
signals, but there are many ways to produce degenerative modal signals in a 
cavity. other approaches that are seen in GNSS patch antennas are adding or 
subtracting tabs to a square conductive (top) patch, cutting the corner off the 
dielectric substrate, or any other technique to disrupt the perfectly symmetri-
cal cavity structure of the patch to produce the two degenerative modal signals 
that have the same amplitude and are 90° out of phase at the feed location.

While the single-fed rhCP patch is a convenient design, the AR is usually 
not as good as a dual probe-fed rhCP antenna due to the asymmetry of the 
patch. In some implementations, the feed can be slightly adjusted off the diago-
nal to help match the impedance of the antenna and to help improve the AR.

figure 5.9 is a photograph of a typical commercially available, low-cost 
active single-frequency rhCP GPS antenna that is probe fed. This patch is 
square (not nearly square) with the corner of the dielectric substrate cut to 
produce the asymmetry and two degenerative modal signals within the patch. 
The probe feed location is slightly off of the diagonal to help provide a good 
impedance match and to obtain a good AR. The probe is capacitively coupled 
to the patch; see small thin dielectric ring around the soldered probe in fig. 
5.9. The photo on the right in fig. 5.9 illustrates the back side of the antenna 
that includes the associated rf bandpass filters, amplifiers, and voltage bias 
circuit, on the bottom side of the patch ground plane. As can be seen from 
both photos, the bottom rf components are enclosed within an “rf can” 
when the bottom circuit board is screwed into the metal body base. A plastic 
radome covers the top of the antenna (not shown).

Fig. 5.9 Photograph of a low-cost active single-frequency probe-fed rhCP GPS 
antenna (radome not shown) (courtesy of u-blox).
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5.4.2.5  Dual  Probe-Fed,  RHCP,  Multifrequency  GNSS  Patch  Antenna 
Multiple frequencies can be supported in a multifrequency patch antenna 
design by stacking (i.e., layering) the patch elements on top of each other 
vertically. figure 5.10 illustrates a dual-frequency probe-fed LP patch design. 
for the dual-frequency patch illustrated in fig. 5.10, the input impedance of 
the first patch (i.e., lower patch) off resonance will have a very low real part 
(about 0 Ω) at the desired resonance frequency of the second patch (i.e., top 
patch). This low real part of the input impedance at the feed port (at the 
operating frequency of the upper patch) will effectively add in series to the 
input impedance, at the feed port, for the input impedance at the lower patch 
frequency [18]. This is generally true provided each patch operates outside the 
Qt of each others bandwidth, and that they do not operate at frequency har-
monics of the each other. Because each patch has a relatively narrow band-
width, when the frequency bands to be supported are fairly far apart (e.g., 
greater than at least 10%) [18], then there is no prohibitive mutual coupling 
between the two patch elements. Now this isolation is not exclusive, and in 
reality, each patch does affect each other, but multiple resonance frequencies 
can be supported with proper tuning.

In fig. 5.10, the feed comes up from the bottom, through the ground plane 
on the bottom of the lower substrate, and is typically capacitively coupled to 
the lower patch, and then either physically connected to the upper patch 
element or, again, capacitively coupled to the top patch [21, 22]. The return/
ground of the feed is attached to the bottom of the ground plane.

The various design techniques for probe-fed LP, single-frequency patch 
antennas can be applied to multifrequency patch antennas, with the capacitive 
coupling technique illustrated in fig. 5.10. As presented earlier for the probe-
fed LP, single-frequency patch antennas, the impedance of the antenna can be 
matched to the transmission line/connector by moving the feed location from 
the edge toward the center of the patch. Keeping in mind that the length of 
each patch is determined by the desired resonance frequency, careful attention 

Fig. 5.10 Dual probe-fed, rhCP, multifrequency GNSS patch antenna.
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must be given to the final feed location to obtain good impedance matches, at 
all of the desired resonance frequencies. often this is a compromise between 
the impedance match obtained at the multiple frequencies to be supported by 
the antenna. With the dual probe-fed rhCP approach to support multiple 
frequencies, each of the LP probe ports can then be combined with a hybrid 
(i.e., 90°) power combiner to produce an rhCP output signal.

5.4.3 Survey-Grade/Reference GNSS Antennas

This section is devoted to what can be categorized a high-quality, survey-grade, 
geodetic, and/or reference station GNSS antennas. There are a significant 
number of these types of antennas used for various high-performance GNSS 
applications, including geodetic survey, high-precision farming/construction/
machine control, and fixed GNSS reference station. Almost all are dual or 
multifrequency to support removal of the error introduced due to the iono-
sphere. These types of applications also place a premium on performance 
including multipath mitigation to enable high precision. Most often, these 
types of antennas are larger than simple patch antennas and are more costly, 
even though they may incorporate patch antenna technologies into their 
design. once again, there are a wide variety of designs in the marketplace, and 
this section will present a few of the more common configurations.

5.4.3.1  Choke Ring-Based GNSS Antennas  The choke ring-based antenna 
was originally introduced to the GPS community by the Jet Proposal Labora-
tory (JPL) and was used with a Dorne & Margolin dipole-based GPS antenna 
element. The choke ring is essentially a shaped ground plane made of conduc-
tive material forming a series of concentric circular troughs for the purpose 
of mitigating multipath. figure 5.11 illustrates a common configuration of a 
typical (i.e., 2D) choke ring utilized in GNSS applications.

Typical configurations include three to four choke rings, of depth slightly 
greater than a quarter wavelength and width slightly greater than an eight 

Fig. 5.11 Typical choke ring-based GNSS antenna configuration.
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wavelength [24]. The geometric variation of the ground plane provides a 
reduction in gain for lower elevation angles to the GNSS SVs. Multipath and 
interference signals below the horizon (i.e., 0° elevation angle) are diffracted 
by the choke rings. The diffractions will induce secondary currents on the 
choke ring structure, and some current will find its way to the antenna ele-
ments but will be substantially reduced had the choke ring structure not been 
present.

The physical dimensions of the choke ring ground plane structure can be 
optimized for a single GNSS frequency, or designed to be a compromise in 
performance for multiple GNSS frequencies that are several hundreds of 
megahertz apart.

Various antenna designs can be used at the center of the choke ring as the 
radiating element. Initially, a domed (i.e., bubblelike) radome housing was 
commonly used to enclose a dipole-based GPS antenna. Today, multifrequency 
patch antennas are also commonly placed at the center of GNSS choke ring 
antennas.

Variations in the traditional choke ring structure have also been used to 
help mitigate multipath error, including a variation of depth [25, 26], use of a 
single choke ring [27], and a 3D choke ring structure [28]. figure 5.12 illustrates 
a 3D choke ring structure [29]. The latest generation of 3D choke ring struc-
tures provide for a more uniform gain in the upper hemisphere and better 
suppression of the gain at negative elevation angles for multipath and interfer-
ence mitigation.

5.4.3.2  Advanced Planner-Based GNSS Antennas  Aside from choke ring-
based antennas, there is another class of high-performance GNSS anten-
nas that are mostly planar (i.e., microwave circuit board based) in design  
used in geodesy and reference station applications. While there are several 
antennas that can be categorized as such, information on three antennas,  

Fig. 5.12 Photograph of a 3D choke ring [29] (courtesy of NovAtel).



178 GNSS ANTENNA DESIGN AND ANALySIS

the roke geodetic, NovAtel Pinwheel, and Trimble Zephyr antenna, will be 
presented here.

The roke geodetic-grade antenna is a broadband spiral-type antenna 
designed to support triple-frequency GNSS bands [30]. The antenna is a cavity 
backed spiral with a unique ground plane structure to help minimize multipath 
[31]. figure 5.13 is a photograph of the spiral radiating element above the 
cavity backed structure (i.e., metal can). A cavity backed structure attempts 
to minimize the reflection off the bottom of the can with special absorbing 
material within, and what is left reflects in phase with the upward signal in the 
upper hemisphere. The radiation spiral elements are typically placed λ/4 above 
the inside bottom of the can structure. (The total travel distance of the signal 
inside the can will be 180° and, with a 180 phase shift caused by the normal 
incident reflection from the metallic can structure, will cause the reflected 
signal [at zenith] to be in-phase with the upward signal.)

The NovAtel Pinwheel antenna is a planar-type antenna design that oper-
ates in a broadband fashion with its performance characterized and specified 
for specific GNSS signal bands [32]. The pinwheel has 12 spiral radiation ele-
ments that are aperture coupled from a circular feed on the bottom, with 
enhancements for multipath mitigation [33, 34]. The radiation elements for 
one of the latest generation of the pinwheel antennas are shown in fig. 5.14. 
The radiation characteristics for the triple-frequency GNSS pinwheel are illus-
trated in fig. 5.15 in the L1, L2, and L5 frequency bands. The GNSS pinwheel 
antenna provides a reduction of gain at low elevation angles and significant 
gain suppression below the horizon to mitigate multipath.

Fig. 5.13 Spiral GNSS antenna (spiral and can only) [30] (courtesy of roke).
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The Trimble Zephyr GNSS antenna is another planar-type GNSS antenna 
that implements advanced technologies to help mitigate multipath for mainly 
geodetic and reference ground station applications. The Zephyr antenna uti-
lized a six-feed patch antenna design with a resistively tapered ground plane, 
where the surface resistance increases as the distance from the center of 
antenna increases to provide for enhanced performance and multipath mitiga-
tion [36].

Fig. 5.14 Enhanced pinwheel GNSS antenna (radome removed) plane [35] (courtesy 
of NovAtel).

Fig. 5.15 Pinwheel radiation characteristics in elevation plane [35] (courtesy of 
NovAtel).
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5.5 PRINCIPLES OF ADAPTABLE PHASED-ARRAY ANTENNAS

Phased-array antennas implement multiple antenna elements where the physi-
cal orientation, phase, and/or amplitude can be controlled to obtain superior 
performance above that of a single antenna (i.e., a fixed reception pattern 
antenna [frPA]). Adaptable phased-array antennas, often called smart anten-
nas or controlled reception pattern antenna (CrPA) in the GNSS community, 
have the capability to control and change the net antenna radiation pattern 
characteristics as a result of sensing the environmental conditions that are 
presented to the GNSS antenna and/or receiver system. The sensing of the 
environmental conditions presented to the GNSS antenna and/or receiver 
system can include sensing the host platform attitude with a host inertial navi-
gation system (INS) or integrated inertial measurement unit (IMU), decoding 
or receiving information pertaining to the location of the GNSS SVs to be 
received, measuring/estimating the composite signal power level within the 
entire band, and/or estimating the signal power levels of individual signals 
within the band. When the sensing and adjusting is done iteratively over time, 
the process is adaptive to account for the changing environmental conditions 
to optimize the GNSS signal measurements.

Various signal processing techniques are implemented in GNSS adaptable 
phased-array antennas. Space adaptive processing (SAP) generally refers to a 
technique where the spatial relationship between the antenna elements in the 
array is used to optimize the antenna/receiver performance. SAP can be imple-
mented with a power minimization, maximizing the signal-to-noise ratio, or  
a digital beamforming approach. Space–time adaptive processing (STAP) 
techniques add filtering, typically implemented digitally (e.g., finite impulse 
response [fIr] filter) to each antenna reception path to help increase the 
degrees of freedom and bandwidth response of array. Space–frequency adap-
tive processing (SfAP) techniques perform signal processing in the frequency 
domain using digital filtering for interference/jamming signal mitigation. 
Digital beamforming techniques explicitly perform pattern shaping based on 
the desired signal and interference signals (or just the desired signal) locations 
and power levels.

A general block diagram of an antenna array that is used in an adaptive 
method for GNSS applications is shown in fig. 5.16, including a description of 
the block functions and notation listed below the block diagram. for each of 
the N antenna elements in the array, the individual antenna elements will have 
a transfer function that will vary based on frequency and aspect angle, Tn(f, θ, 
ϕ), which will feed front-end rf components such as rf amplifies, filters, and 
other components that can be represented by the transfer function Fn(f, θ, ϕ). 
At the output of each of these antenna paths, complex weights (i.e., amplitude 
and phase modification) are applied to each signal path. (When STAP is not 
performed, the delay unit [DU] has no delay [i.e., j = 0].) After the complex 
antenna weights have been applied, the signals from each path can be com-
bined, as represented in Eq. 5.11 for non-STAP processing, where the desired 
signals (sd), interference (i), and noise (n) are received as the total signal (x), 
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assuming the effects of Tn(f, θ, ϕ) and Fn(f, θ, ϕ) have been compensated for 
in an antenna calibration process. The output of the antenna array in Eq. 5.11 
is shown as a channel output (h); this can be a single rf or If port, or on a 
per SV basis depending upon the algorithm used to calculate the antenna 
weights, and the receiver configuration. The effects from the geometric posi-
tion of the antenna elements are included in x, in the form of the antenna 
steering vector (i.e., geometric antenna array factor):

 y k w k x k Jh n n

n

N

( ) = ( ) ( )
=

∑
1

, ( ).non-STAP neglecting  (5.11)

Without loss of generality, the signals in Eq. 5.11 are represented as discrete 
signals with time index k. Additionally, the details of where the functions of 
fig. 5.16 are performed, and what methods are used to calculate the complex 
antenna weights will depend upon the performance requirements for the 
GNSS antenna and receiver systems, technologies employed, and user configu-
ration constraints.

historically, CrPA used with GPS receivers has been used by military users 
to help mitigate intentional jamming and unintentional interference [37]. 
These configurations typically involved the CrPA antenna, associated antenna 
electronics (AE), and a single-rf (or If) input port on a GPS receiver [38]. 

Fig. 5.16 General block diagram of a GNSS adaptive antenna array.
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Initial CrPA configuration performed an adaptive nulling technique to place 
nulls at the spatial location of jamming/interference sources to provide a single 
output to a GPS receiver. The objective of the adaptive nulling algorithm is 
to adjust the weighting of the antenna elements so that the power in the sum 
of the weighted signal output is minimized, subject to a constraint that pre-
vents the minimized power from being below a certain value. Typically, the 
constraint is provided by fixing the weight of one of the antenna elements (i.e., 
a reference antenna element) and by allowing the other weights to be adjusted. 
In mathematical terms, the weights are adjusted to minimize the average 
power of the antenna output with respect to the reference element. Without 
loss of generality, it can be assumed that the constraint is applied by fixing the 
weight for the reference element path to unity. Thus, there are N − 1 “degrees 
of freedom” in adjusting the weights; as many as N − 1 nulls in the antenna 
spatial pattern can be generated.

The adaptive nulling power minimization technique described above works 
well to minimize the effects from the interference source but can have a nega-
tive effect on the desired GNSS signals to be tracked because the location of 
the desired signal locations is not considered in the antenna weight calcula-
tions. The most severe case is when the interference source is in the same 
direction as a desired signal direction. for certain high-performance applica-
tions, the distortion to the code and carrier phase measurements is significant, 
and more advanced techniques can be applied.

5.5.1 Digital Beamforming Adaptive Antenna Array Formulations

In addition to placing nulls in the directions of interference sources, directional 
beams can be pointed in the direction of the desired GNSS signals to help 
minimize the effects from the interference source on the GNSS code and 
carrier measurements. This type of technique is typically referred to as digital 
beamforming, and one popular algorithm is referred to as minimum variance 
distortionless response (MVDr) whereby the desired signal is passed undis-
torted, after application of the complex antenna array weights, while minimiz-
ing the output noise variance [39, 40, 41]. Theoretically, this type of technique 
will not distort the code and carrier measurement from the SV signal being 
processed, but practical limitation with the degrees of freedom in the antenna 
array, locations of interference sources with respect to the location of the 
desired SV signal, interference power level, and waveform type will limit the 
effectiveness of this distortionless processing of the desired signal. These types 
of digital beamforming algorithms are well suited for digitally based GNSS 
receiver signal processing (i.e., software-defined radio)-based architectures, 
where each GNSS signal can be processed, individually, in a digital receiver 
channel. Each of the N antenna path signal data will have the antenna weights 
applied, different for each SV to be processed, and will produce D digital 
channel outputs for code and carrier tracking. A separate set of weights is 
required for each beam pointed in the direction of each desired GNSS signal 
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to be tracked. The complex antenna weights are typically computed on the 
basis of antenna attitude information using either the host INS or integrated 
IMU, and GNSS satellite position data (e.g., ephemeris data), so that each 
beam points toward a satellite.

for example, the output of channel 1 of the antenna array output to be 
applied to the digital channel 1 of the digital GNSS receiver can be repre-
sented as in Eq. 5.12 [39, 40, 41]. for distortionless processing of the desired 
signal sd1, the product of the geometric antenna steering vector (i.e., antenna 
array factor, pointed in the estimated direction of the desired signal) and the 
hermitian (H) transpose of the complex antenna weights (yet to be deter-
mined) should be 1:

 y w a w u1 1 1 1

1

1 1k s hH H( ) = ( ) + =θ φ, , ,
want this to be

d for� ��� ���  (5.12)

where

a1 (θ1, ϕ1) = the N-element geometric antenna array steering vector in the 
direction of (θ1, ϕ1) for the desired signal sd1

w = is the complex [N × 1] antenna array weights (yet to be 
determined)

[ ]H = hermetian transpose (i.e., complex conjugate transpose)
u = undesired signal vector (interference + noise).

The expected value of Eq. 5.12 will be sd1, and the variance can be calculated 
as var[y1] = wHRuuw, where the undesired signal correlation matrix is expressed 
as Ruu = E[uuH]. To optimally solve for the complex antenna weights for the 
MVDr process, the method of Lagrange can be used to define a cost function 
that is a linear combination of the variance of the output and the constraint 
that wHa1(θ1, ϕ1) = 1. Minimizing this cost function leads to the solution for the 
antenna weight shown in Eq. 5.13, for channel 1 [39, 40, 41]:
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where

Ruu  = E [uuH] = undesired signal correlation matrix
E[ ]  = expected value function.

The complex antenna weights expressed in Eq. 5.13 would be used to process 
the desired signal 1, that is, sd1, and applied to digital receiver channel 1. This 
process places a beam in the direction of sd1. A similar process would be com-
pleted for each of the other desired GNSS signals to be processed into each 
of the digital GNSS receiver channels.



184 GNSS ANTENNA DESIGN AND ANALySIS

figure 5.17 illustrates a typical theoretical performance of a seven-element 
CrPA-type configuration array factor for a desired signal at an elevation angle 
of 80° and azimuth angle of 90°, where the view angle is at an elevation angle 
of 30° and azimuth angle of 10°. The azimuth scale represents the horizon and 
the upper hemisphere would represent the radiation characteristics pointed 
toward the SV (the lower half of the theoretical array factor is shown but in 
reality would be suppressed by the ground plane) [42].

In addition to digital beamforming to place a directional beam in the direc-
tion of the desired signal to be digitally processed, nulls can be placed in the 
direction of interference sources while minimizing the output variance of the 
desired signal. This can be accomplished by including an estimate of the inter-
ference signal direction in the antenna steering vector and including this in 
the undesired signal correlation matrix shown in Eq. 5.13. A similar process 
would be completed for each of the other desired GNSS signals to be pro-
cessed into each of the digital GNSS receiver channels.

Using a reference element in the antenna array, the degrees of freedom 
available for interference mitigation will be N − 1, but the effectiveness for 
interference mitigation will be a function of the number of elements in the 
array, locations of interference sources with respect to the location of the 

Fig. 5.17 Illustration of theoretical seven-element CrPA array factor (with no ground 
plane) [42].
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desired SV signal, interference power levels, and waveform type. It has been 
shown that strong and broadband interference signals consume more that just 
one degree of freedom in the array processing [43]. Methods to increase the 
degrees of freedom are to increase the number of geometric elements [42] or 
to implement advanced digital signal processing with the same number of 
elements.

5.5.2 STAP

The STAP technique provides for better interference mitigation above the 
basic SAP processing technique when the geometric degrees of freedom in 
the antenna structure are consumed by increasing interference power and/or 
waveforms [43]. To help increase the interference mitigation performance, 
digital filters (i.e., fIr) can be added to each antenna path to help increase 
the bandwidth response of the array. In fig. 5.16, the DU function is expanded 
from 0 to some integer number (i.e., J), and each of the J weights (i.e., wnj(j)) 
are applied to each delayed version of the signal (i.e., xnj(j)). The weighted 
outputs of each channel, xnJ(k), are then summed to produce the antenna array 
output in accordance with Eq. 5.14:
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5.5.3 SFAP

The interference reduction capability of SAP-only processing is best when the 
interfering signals are narrowband. Broadband jammers present a problem, 
because for a given set of antenna weights, the antenna spatial gain pattern 
varies with frequency. Thus, a set of weights optimal at one frequency will not 
be optimal at another frequency. SfAP solves this problem by dividing the 
frequency band into multiple narrow sub-bands, typically by using a fast 
fourier transform. for each sub-band, a set of optimal weights is used to obtain 
a corresponding desired antenna spatial pattern for that sub-band. By combin-
ing the nullformed or beamformed signals from all the subbands, an optimal 
wideband antenna spatial pattern is obtained. Similar results can be obtained 
by using a bank of narrowband filters in the time domain, as presented previ-
ously [44].

5.5.4 Configurations of Adaptable Phased-Array Antennas

Various configurations of adaptable phased-array antenna have been used, 
mostly by military users for air and sea applications. The seven-element CrPA 
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(e.g., CrPA and CrPA-2) with AE (e.g., AE-1) has been integrated with single 
rf and If input GPS receivers to form nulls in the location of interference 
sources. The AE does a significant amount of the processing to adaptively 
process the signals received from the CrPA antenna for null forming. A  
modernized version of the CrPA-2/AE-1 configuration is the GPS Antenna 
System-1 (GAS-1). The follow-on to the GAS-1 is the Advanced Digital 
Antenna Production (ADAP) system, which will provide for enhanced inter-
ference mitigation and beamforming capabilities [45].

one of the newest generations of GPS antenna/receiver systems to imple-
ment digital beamforming and nulling technology, with spatial temporal adap-
tive processing (STAP), is the GPS Spatial Temporal Anti-Jam receiver 
(G-STAr). The G-STAr has the ability to handle narrowband and wideband 
interference sources with its STAP and to place nulls toward the interference 
sources while directing high gain beams in the directions of the desired SV 
signals [46].

Due to the physical size of the seven-element CrPA, efforts have gone into 
developing smaller adaptable phased-array antennas for various platforms, 
especially smaller vehicles. Small or compact CrPAs have emerged and sev-
eral four-element CrPA-type configurations with a smaller footprint are avail-
able [47].

5.5.5 Relative Merits of Adaptable Phased-Array Antennas

• Adaptive nulling is much simpler and cheaper than beamforming since 
only one output emerges from the process, enabling use with a more 
traditional single-input GNSS receiver.

• A beamforming antenna produces one output for each beam, so a con-
siderably more complex receiver is required to process each output  
independently; typically implemented in a digital receiver, capable of 
processing each channel independently.

• Beamforming can produce significant spatial gain in the direction of the 
GNSS satellites, while adaptive nulling makes no attempt to maximize 
gain in the desired directions.

• Jamming reduction with adaptive nulling antenna only techniques can be 
limited for strong or broadband interference waveforms; STAP- and 
SfAP-type techniques can be added to increase the array bandwidth 
response and to improve interference mitigation robustness.

• Beamformers tend to have high spatial gain in the direction of desired 
signals and lower gain in other directions. Multipath arriving from a low-
gain direction is therefore attenuated relative to the desired signal.

• Because of the large physical extent of the antenna array, beamformers 
and nullers have the common problem of causing biases in signal delay 
caused by movement of the antenna phase center as a function of the 
weight values. In some cases, biases of 100° in carrier phase and 1 m in 



APPLICATIoN CALIBrATIoN/CoMPENSATIoN CoNSIDErATIoNS 187

code phase can occur. for high-precision systems, these errors can be 
significant and require compensation/calibration [48].

5.6 APPLICATION CALIBRATION/COMPENSATION 
CONSIDERATIONS

This section addresses issues regarding calibration of GNSS antennas, com-
pensation for group and phase delays due to the antenna design, surroundings, 
or operational effects on the code and carrier phase measurements. Depending 
upon the end-user environmental and performance requirements, the level of 
attention to code and carrier phase measurement compensation may vary. 
While the GNSS antenna design requirement is to provide the GNSS signals 
to the GNSS receiver so that they can effectively be processed, the quality and 
fidelity will depend on the application, cost, size, and so on.

Generally, the larger an antenna is, and the closer things get to the radiat-
ing element of an antenna, the more variation there will be in antenna per-
formance. At the antenna design level, items (ground planes, mounts, radomes, 
lightning rods, filters, power supply, etc.) in close proximity can have a sig-
nificant effect on the performance. This is especially true for small consumer 
products that must conform to a compact form factor. Typically, other device  
components close to the antenna are modeled in a CEM along with the 
antenna so that performance predictions for the antenna “as installed in its 
operational environment” can be accomplished. This is also true for radome 
structures that will shift the operating frequency of the antenna downward. 
for example, a patch antenna with a plastic-type radome a couple of milli-
meters thick, placed a couple of millimeters above the radiating patch, will 
shift the operating frequency downward on the order of 4–6 Mhz, which, of 
course, changes the amplitude and phase response of the antenna. This type 
of compensation must be done at the design stage of the antenna including 
its structure.

After the antenna has been produced, for high-performance and/or high-
integrity applications, calibration/compensation of the code and/or carrier 
phase measurements may be needed with respect to an antenna reference 
point (ArP). The ArP is a physical point on the antenna that code and/or 
carrier phase measurements are referenced to. Additionally, depending upon 
application, it is also useful to establish an azimuth reference marker on the 
antenna to calibrate/compensate for possible azimuth variation of the code 
and/or carrier phase measurements. Most often, this is accomplished with a 
“north marker” tab for stationary applications, or aligning the antenna in a 
particular fixed direction with respect to the body frame of a dynamically 
moving vehicle.

for survey-grade/reference GNSS antennas used in geodetic and general-
purpose reference station-type applications, the carrier phase and/or code 
phase compensation is often a very important item that must be addressed  
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to enable high-accuracy kinematic processing with the carrier phase or for 
high-integrity applications. for multifrequency antennas, the U.S. National 
oceanic and Atmospheric Administration, National Geodetic Service (NGS) 
provides individual absolute calibration for a wide variety of multifrequency 
GNSS antennas [49]. Additionally, commercial companies have provided 
GNSS user equipment and GNSS SV antenna calibration services [50].

for high-performance GNSS antennas used in GNSS reference station-type 
applications, the code phase compensation is often a very important item that 
must be addressed to enable high accuracy and high integrity. reference 
station applications used to support precision landing systems must limit the 
multipath caused by the ground and are often large antennas. Larger antennas 
will typically have more code and carrier phase variation versus the spatial 
coordinates to the satellite that are being tracked. for these types of appli-
cations, antenna modeling [51], anechoic chamber testing [52], and field  
testing [53] can be used to build confidence in the code and/or carrier phase 
compensation/calibration process employed.

The adaptable phased-array antennas presented earlier have very unique 
antenna calibration requirements. first, by their nature of being in an antenna 
array, the amplitude and phase response of each individual antenna element, 
Tn(f, θ, ϕ) in fig. 5.16, will be different, based on their location in the array. 
Additionally, these transfer functions may, and will likely change, based on the 
“as installed” (i.e., in situ) configuration of the antenna array. furthermore, 
when interference is present, the complex amplitude weight algorithm will 
compute and apply the antenna weights to each signal path in accordance  
with the technique used. These techniques, even for an MVDr algorithm,  
can produce significant amplitude and phase distortion depending upon the 
degrees of freedom in the antenna array, locations of interference sources with 
respect to the location of the desired SV signal, interference power level, and 
waveform type. Significant effort has gone into providing premission and 
online calibration for these types of applications [48].

for other applications, such as wraparound microstrip GNSS antennas on 
spinning missiles, projectiles, or launch vehicles, measurement compensation 
is important. Since the code phase is unambiguous, provided the signal 
antenna gain pattern presented to the SV is fairly uniform, and the code 
tracking loop is able to maintain reasonable C/No, then the code measure-
ments should not see significant error. however, significant attention must 
be given to the carrier phase measurement if it is continuously tracked and 
used. Since the carrier phase measurement is ambiguous, with a continuously 
tracked carrier phase measurement on-board a spinning vehicle, the carrier 
phase mea surement will “wind up” depending upon the vehicle spin rate and 
aspect angle to the SV. An IMU or INS can be used to compensate for this 
carrier phase windup to “unwind” the carrier phase measurement, based 
upon the spin rate and attitude with respect to the aspect angle to the SV 
signal being tracked.
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PROBLEMS

5.1 A passive GNSS antenna with a measured input impedance of ZA = 
45 − j15 Ω is connected to a small transmission line (rf microstrip line) 
with a characteristic impedance of Zo = 52 + j10 Ω. At this interface con-
nection, what is the

(a) refection coefficient,

(b) standing wave ratio,

(c) mismatch efficiency, and

(d) return loss?

5.2 Consider an antenna coordinate system and crossed-dipole antenna con-
figuration presented in fig. 5.2, with an incident GNSS signal for the form 
EGNSS(z, t) = cos (ωct)ax − sin (ωct)ay. If the input ports of the 90° power 
hybrid combiner are reversed (i.e., dipole port 1 is delayed by 90°), calcu-
late the output signal s(t).

5.3 Design an edge probe-fed square patch antenna to operate at the GPS L1 
frequency with a rogers rT/duroid® 6002 dielectric substrate that has a 
relative permittivity of 2.9 and a height of 3.0 mm. The probe feed has a 
diameter of 0.7 mm and is to be placed at the center of the feed side. 
Perform the following:

(a) Sketch the patch antenna from the side and top; label all important 
items.

(b) What is the physical size (i.e., length and width) of the top radiation 
patch elements?

(c) What is the input impedance for the antenna?

(d) What polarization will the patch antenna be sensitive to?

(e) Plot the real part of the input impedance if the feed is moved from 
the edge to the center, and then to the far edge, along the center line 
of the patch.

(f) At what distance from the edge of the patch would the real part of 
the input impedance be 50 Ω?

5.4 Design a single, probe-fed nearly square patch antenna to receive the 
rhCP GPS L1. The probe feed is to be placed along the diagonal of the 
patch. The performance requirement is to have an AR no more than 2 (at 
zenith). The dielectric substrate has a relative permittivity of 9.8 and a 
height (i.e., vertical thickness) of 6 mm. The antenna is expected to have 
a total Q of 10. Perform the following:
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(a) Calculate the physical size (i.e., length and width) of the top radiation 
patch elements.

(b) What are the two degenerative modal signal frequencies for your 
design?

(c) Sketch the patch antenna from the top view; label all important 
items.
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6.1 RECEIVER DESIGN CHOICES

6.1.1 Global Navigation Satellite System (GNSS) Application  
to be Supported

One of the most important factors in GNSS receiver design is determining 
what application the receiver is going to be used in. An aviation receiver used 
for safety of live applications has very different requirements compared to a 
geodetic surveying receiver or a low-cost consumer-grade receiver used in  
a mobile cell phone. Many of the receiver design characteristics will be very 
different, but some characteristics will functionally be the same.

The intended application often drives the requirement to use a single GNSS 
(e.g., Global Positioning System [GPS] only) or a multiconstellation GNSS. 
For example, in low-cost consumer applications, a GPS L1 only receiver may 
be favored. For a more robust consumer application, a single-frequency but 
multiconstellation approach may provide better performance, for example, 
L1-only GPS and Global Orbiting Navigation Satellite System (GLONASS) 
and/or Galileo, and/or Compass/BeiDou. For a high-quality geodetic applica-
tion where accuracy is paramount, a multifrequency approach will be favored 
for high-quality code and carrier phase measurements (e.g., L1 and L2 GPS), 
and multiconstellation support may be of secondary consideration. Aviation 
applications warrant either augmented single-frequency GNSS services or 
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dual-frequency GNSS support such as L1 GPS with Wide-Area Augmentation 
System (WAAS), GPS L1 and L5, or Galileo E1 and E5 support, where accu-
racy, continuity, integrity, and availability are key performance requirements.

6.1.2 Single or Multifrequency Support

Single-frequency GNSS support is often favored when the design constraints 
for multifrequency support in the GNSS receiver become too prohibitive for 
the application. This can include the size, cost, or power consumption needed 
to support a multifrequency GNSS receiver. If the performance requirements 
placed on the GNSS receiver can be met with a single-frequency GNSS system, 
then that is almost always favored. Some aviation applications utilize the 
single-frequency GNSS with augmentation, such as GPS with SBAS to satisfy 
ionosphere corrections and integrity requirements.

Multifrequency support in a GNSS receiver is most often driven by the 
requirement for enhanced accuracy and/or integrity for the intended applica-
tions. While there are some advantages for triple-frequency utilization in 
carrier phase applications, most pseudorange-based GNSS receiver applica-
tions benefit from dual-frequency support for ionosphere error measurement 
correction and/or frequency band protection utilization. Dual-frequency 
support in the GNSS receiver can also provide increased integrity either 
through removal of the dominate ionosphere bias error and/or provided integ-
rity data (e.g., Galileo E5b).

6.1.2.1  Dual-Frequency Ionosphere Correction  Because the error caused 
by the ionosphere is largely inversely proportional to the square of frequency, 
it can be calculated in a dual-frequency GNSS receiver by comparing the pseu-
dorange measurements obtained on two frequencies. Using two GNSS pseudo-
range measurements, generally the further away these two frequencies are, the 
better the ionosphere error prediction will be. As will be presented in Chapter 
7, the ionosphere error can be predicted by scaling and subtracting two pseudo-
range measurements. The predicted ionosphere error can then be subtracted 
from the measured pseudoranges. This processes removes the dominate iono-
sphere bias error but does increase the noise. This increased noise can then be 
averaged/smoothed. With the dominate bias removed, the smoothing time can 
increase substantially over any single-frequency smoothing approach [1].

6.1.2.2  Improved Carrier Phase Ambiguity Resolution in High-Accuracy 
Differential Positioning  High-precision receivers, such as those used in sur-
veying, use carrier phase measurements to obtain very precise range estima-
tions. However, the periodic nature of the carrier makes the measurements 
highly ambiguous. Therefore, the solution of the positioning equations yields 
a grid of possible positions separated by a finite number of distances depend-
ing on code and carrier combinations, carrier phase ambiguity initialization, 
geometry, and measurement error. Removal of the ambiguity is accomplished 
by using additional information in the form of code pseudorange measure-
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ments, changes in satellite geometry, or the use of more satellites. In general, 
ambiguity resolution becomes less difficult as the effective frequency of the 
carrier decreases. For example, by using both the GPS L1 and L2 carriers, a 
virtual carrier frequency of L1 − L2 = 1575.42 − 1227.60 = 347.82 MHz can be 
obtained, which has a wavelength of about 86 cm as compared to the 19-cm 
wavelength of the L1 carrier; this particular combination is often referred to 
as the wide-lane combination. Ambiguity resolution can therefore be made 
faster and more reliable by using this difference frequency, albeit with slightly 
less accuracy than with the L1-only solution. various dual-frequency code and 
carrier combinations are possible [2] as well as triple-frequency techniques [3].

6.1.3 Number of Channels

GPS receivers must observe and measure GNSS navigation signals from at 
least four satellites to obtain three-dimensional position, velocity, and user 
clock error estimates. If the user altitude is known with sufficient accuracy, 
three satellites will suffice. There are several choices as to how the signal 
observations from a multiplicity of satellites can be implemented. Today, 
almost all GNSS receivers are considered all-in-view receivers that have 
enough channels to receive all desired satellites that are visible for a particular 
GNSS. For a single-frequency, single GNSS application, in most cases, 12 or 
fewer useful satellites are visible at any given time; for this reason, modern 
receivers typically have approximately 12 channels, with perhaps several chan-
nels being used for acquisition of new satellites or noise calculations whereby 
the remainder are for tracking. Use of more than the minimum of four satel-
lites will materially improve the accuracy of the user solution by using an 
overdetermined solution.

For dual-frequency single GNSS applications, a 24-channel receiver would 
be considered an all-in-view receiver (e.g., GPS L1 and L2).

Additional receiver channels, on the order of 50 or so, provide added benefit 
to support either advanced measurement processing, such as multipath mitiga-
tion [4] or for multiconstellation GNSS support.

As semiconductor technology has advanced, so has the ability to place 
thousands of digital correlator channels on a single semiconductor device. 
Receiver architectures have been developed that advertise tens of thousands 
of digital correlator channels within a single device to rapidly search a multi-
tude of carrier and code phase offsets simultaneously [5]. These types of GNSS 
correlator engines can be combined with microprocessors to provide a host-
based GNSS user solution.

6.1.4 Code Selections

The signal code formats needed to support the planned GNSS service need to 
be supported by the GNSS receiver. The code rates and format will have an 
impact on the signal bandwidths, processor speed, memory, and eventual 
power consumption needed. Single, lower-rate codes, such as the GPS C/A-
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code, can most easily be supported, whereas the Galileo E5a/b signal will 
demand the most bandwidth and processing. Codes that have error correction, 
authentication and/or encryption codes on them will require additional func-
tionality to be processed within the GNSS receiver.

Commercial receivers can recover the L2 carrier without knowledge of the 
code modulation simply by squaring the received signal waveform or by taking 
its absolute value. More advanced squaring techniques take advantage of the 
underlying P(y) code periodicity to obtain semi-codeless tracking to produce 
pseudorange measurements on the GPS L2 frequency (without use of the L2C 
code) [6]. Because the a priori signal-to-noise ratio (SNR) is so small, the SNR 
of the recovered carrier will be reduced by as much as 33 dB because the 
squaring of the signal greatly increases the noise power relative to that  
of the signal. However, the squared signal has an extremely small bandwidth 
so that narrowband filtering can make up the difference to produce a pseudo-
range estimate on the L2 frequency [6].

6.1.5 Differential Capability

Differential GNSS (DGNSS) is a powerful technique for improving the per-
formance of a GNSS user solution. The performance increase can be realized 
in terms of accuracy, integrity, or availability for the particular application. This 
concept involves the use of not only the user’s receiver (sometimes called the 
remote or roving unit) but also typically a reference or monitor receiver, and a 
supporting data delivery method. The complete treatment of DGNSS will be 
presented in Chapter 8. There are many ways to implement DGNSS and the 
implementation methods within the GNSS receiver can be just as varied.

DGNSS removes common systematic errors common to the user and 
monitor receiver. In a network-based DGNSS, there may be many sources of 
measurements or corrections. This chapter will focus on the corrections pro-
vided by or applied to a single GNSS receiver. The major sources of errors 
common to the reference and remote receivers, which can be removed (or 
mostly removed) by differential operation, are the following:

1. Ionosphere Delays. Ionosphere signal propagation group delay, which is 
discussed further in Chapter 8, can be up to about 80 m during the day 
to 3–6 m at night. Receivers that utilize dual frequencies can largely 
remove these bias errors by applying the inverse square law dependence 
of delay on frequency. DGNSS will significantly remove this error con-
tribution for single-frequency GNSS users.

2. Troposphere Delays. These delays, which occur in the lower atmosphere, 
are usually smaller than ionosphere errors and typically are in the 1- to 
3-m range for higher-elevation satellites but can be significantly larger 
at low satellite elevation angles (e.g., up to about 40 m). The troposphere 
errors are difficult to measure directly with GNSS receivers and are often 
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mitigated through a model for non-DGNSS users. DGNSS will signifi-
cantly remove the troposphere error contribution for all GNSS users.

3. Ephemeris Errors. Ephemeris orbit errors, which are the difference 
between the actual satellite location and the location predicted by satel-
lite ephemeris orbital data, are typically less than 2 m and will undoubt-
edly become smaller as satellite tracking technology improves. DGNSS 
will significantly remove the orbit error contribution for all GNSS users.

4. Satellite Clock Errors. These errors are the difference between the actual 
satellite clock time and the predicted satellite clock time, after applying 
the satellite clock error predictions from the satellite data. DGNSS will 
significantly remove the satellite transmitter clock error contribution for 
all GNSS users.

Differential operation can almost completely remove satellite clock and orbit 
ephemeris errors. For these quantities, the quality of correction has little 
dependence on the separation of the reference and roving receivers. The 
degree of correction that can be achieved for ionosphere and troposphere 
delays is excellent when the two receivers are in close proximity, such that the 
error terms are the same (i.e., do not decorrelate), for example, up to 20 km 
or so. At larger separations, the ionosphere and troposphere propagation 
delays to the receivers become less correlated, and residual errors after cor-
rection are correspondingly larger. Nonetheless, substantial corrections can 
often be made with receiver separations as large as 100–200 km. The amount 
of error mitigation needs to be compared to the performance requirements 
for the DGNSS applications. DGNSS is ineffective against noncommon errors 
such as multipath and receiver noise because these errors are strictly local to 
each of the receivers.

6.1.5.1  Corrections Formats  In the broadest sense, there are several ways 
that differential corrections can be made and formatted for use. In a solution-
domain approach, the reference station computes the position error that 
results from pseudorange measurements to a set of satellites, and this is applied 
as a correction to the user’s computed position; a significant drawback to the 
solution-domain approach is that the user and reference station must use 
exactly the same set of satellites if the position correction is to be valid. Thus, 
the position domain DGNSS approach is not popular.

In the measurement domain, corrections are determined for pseudorange 
measurements to each satellite in view of the reference receiver, and the user 
simply applies the corrections corresponding to the satellites the roving 
receiver is tracking. Reference to a “lumped correction” means all of the error 
corrections are together in a single correction. Another method, which is still 
measurement based, decomposes error terms into individual terms (i.e., one 
for the ionosphere and one for orbit errors). Ground-based augmentation 
system (GBAS) and precise point positioning (PPP) DGNSS solution 
approaches tend to favor decomposition of error source terms.
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In the majority of cases, it is important that corrections be applied as soon 
as the user has enough measurements to obtain a user solution, and for the 
corresponding ephemeris data set. Issuance of data (IOD) parameters can be 
used to ensure the correction data “matches” up with the correct basis in which 
the corrections were formed. When the user needs to know its corrected posi-
tion in real time, current corrections can be transmitted from the reference 
receiver to the user via a data delivery method that may include a terrestrial 
or satellite link. The users can then receive, verify, and use the corrections in 
the user solution calculations. This capability requires a user receiver input 
port for receiving and using differential correction messages. While a user 
unique format could be used, standardized formats of these messages have 
been established by the Radio Technical Commission for Maritime Service 
(RTCM) Special Committee 104 (SC-104). various versions of the RTCM 
SC-104 standard have been used over the years. Earlier versions tended to 
concentrate on robust pseudorange correction formats (e.g., version 2.3), 
while later versions have emphasized carrier phase corrections (e.g., version 
3.0) and real-time delivery methods such as Networked Transport of RTCM 
via Internet Protocol (Ntrip) [7].

In some applications, such as surveying or non-real-time research truth 
reference systems, it may not be necessary to obtain differentially corrected 
position solutions in real time. In these applications, it is common practice to 
obtain corrected positions at a later time by bringing together recorded data 
from both receivers.

6.1.6 Aiding Inputs

Although various GNSS receivers can operate in a stand-alone system, naviga-
tion accuracy, coverage, and/or system availability can be materially improved 
if additional information supplements the GNSS receiver to aid in acquiring 
and/or tracking the received GNSS signals. Basic GNSS receiver aiding sources 
include the following:

1. Inertial Navigation System (INS) Aiding. Although GNSS navigation is 
potentially very accurate, periods of poor signal availability, jamming, 
and high-dynamics platform operations often limit its capability. INSs 
are relatively immune to these situations and thus offer powerful lever-
age in performance under these conditions. On the other hand, the 
fundamental limitation of INS long-term drift is overcome by the inher-
ent calibration capability provided by a GNSS. Incorporation of INS 
measurements is readily achieved through Kalman filtering.

2. Aiding with Additional Navigation Inputs. Kalman filtering can also use 
additional measurement data from navigation systems, such as vehicular 
wheel sensors and magnetic compasses, to improve navigation accuracy 
and reliability.

3. Altimeter Aiding. A fundamental property of GNSS satellite geometry 
typically causes the greatest error in the user solution to be in the vertical 
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direction. vertical error can be reduced by inputs from an absolute baro-
metric pressure altitude sensor; however, a more common integration 
method is to relate the vertical solution height to a height reference, such 
as the ground using a barometric, radar, or laser altimeter sensor.

4. User Clock Aiding. An external clock with high stability and accuracy 
can be used by the user equipment to improve the user solution perfor-
mance, but often only practical for stationary reference or time reference 
receiver applications. It can be continuously calibrated when enough 
satellite signals are available to obtain precise GPS time. During periods 
of poor satellite visibility, it can be used to reduce the number of satel-
lites needed for user solution determination.

5. Assisted GPS (A-GPS). An assistance technique that has been applied 
to the indoor cellular market is A-GPS that provides a mobile station 
(MS), that is, a handset with assistance data from the cellular base station 
(BS). A-GPS data broadcast from a BS to an MS via the cellular network 
can provide the MS with the GPS broadcast navigation data and GPS 
system time to aid the receiver in initial GPS signal acquisition. These 
data allow the receiver to remove the space vehicle (Sv) position, 
Doppler, 50-bps navigation data, and GPS system time uncertainly to 
expedite the initial signal acquisition. This is very useful in low SNR 
indoor environments [8].

6.2 RECEIVER ARCHITECTURE

Although there are many variations in GNSS receiver design, all receivers 
must perform certain basic functions. Figure 6.1 illustrates a generic block 
diagram illustrating these basic functions that are performed by GNSS receiv-
ers. The GNSS antenna was discussed in detail in the previous chapter. As 
depicted in Fig. 6.1, the GNSS antenna is illustrated as a passive device. We 
will now discuss the main GNSS receiver functions in further detail.

6.2.1 Radio Frequency (RF) Front End

The purpose of the receiver RF front end is to filter, amplify, and typically 
down-convert the incoming GNSS signal to an intermediate frequency (IF) 
signal that can be processed. Figure 6.2 illustrates a more detailed depiction 
of the RF front end and IF signal conditioning circuit. For high-quality RF 
front end circuits, an RF bandpass filter (BPF) is often placed directly after 
the passive antenna terminals. This RF passive BPF can be used to reduce 
out-of-band interference without degradation of the GPS signal waveform. 
Generally, the bandwidth of a BPF should be sufficient to pass, largely undis-
torted, the desired signal and have a sharp-cutoff out-of-band for signal rejec-
tion. However, the small ratio of passband width to carrier frequency makes 
the design of such filters unpractical for most GNSS receivers (and even unde-
sirable at this stage of the receiver). Consequently, filters with wider skirts are 
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commonly used as a first stage of filtering, which helps prevent front-end 
overloading by strong out-of-band interference sources, and the sharp-cutoff 
filters are used later after down-conversion to an IF. Furthermore, this RF BPF 
should be low loss (e.g., less than 1 dB or so) to keep the overall noise figure 
down and functions to provide two benefits: First, the RF BPF prior to the 
amplifier will attenuate the image frequency that can be directly down-
converted to the IF frequency [9]. Second, the RF BPF will help attenuate any 
strong out-of-band interference from entering the low-noise amplifier (LNA) 
and will help prevent it from saturation.

Fig. 6.2 Generic GNSS receiver RF front end and IF signal conditioning circuit.
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As was pointed out earlier, the GNSS signal power available at the receiver 
antenna output terminals is extremely small and can easily be masked by 
interference from more powerful signals adjacent to the GNSS passband. To 
make the signal usable for digital processing at a later stage, RF amplification 
in the receiver front end typically provides as much as 35–55 dB of gain. The 
first-stage active amplifier (i.e., LNA) should have the highest gain and lowest 
noise to help minimize the overall receiver chain noise figure; however, not all 
the gain needs to be provided at the RF stage [10].

6.2.2 Frequency Down-Conversion and IF Amplification

After amplification in the GNSS receiver front end, the GNSS signal is typi-
cally converted to a lower IF, for further amplification and filtering. Down-
conversion accomplishes several objectives:

1. The total amount of signal amplification needed by the receiver exceeds 
the amount that can be performed efficiently in the receiver RF front 
end at the GNSS carrier frequency. Excessive amplification at a particu-
lar stage in the receiver can result in parasitic feedback oscillation, which 
is difficult to control. In addition, since sharp-cutoff filters with a GPS 
signal bandwidth are not practical at the L-band, excessive front-end 
gain makes the end-stage amplifiers vulnerable to overloading by strong 
nearby out-of-band signals. By providing additional amplification at an 
IF different from the received signal frequency, a large amount of gain 
can be realized without the tendency toward oscillation.

2. The amplifiers used at either a first or second IF frequency are typically 
lower cost than an RF amplifier, which is especially true for the first RF 
LNA.

3. By converting the signal to a lower frequency, the signal bandwidth is 
unaffected, and the increased ratio of bandwidth to center frequency 
permits the design of sharp-cutoff bandpass filters. These filters can be 
placed ahead of the IF amplifiers to prevent saturation by strong out-of-
band signals. The filtering is often by means of a high-order filter or 
surface acoustic wave (SAW) devices.

4. Conversion of the signal to a lower frequency makes the sampling of the 
signal required for digital processing much more feasible for small low-
cost and low-power consumption applications.

Down-conversion is accomplished by multiplying the GNSS signal by a sinu-
soid called the local oscillator signal in a device called a mixer. The local oscil-
lator frequency is either larger or smaller than the GNSS carrier frequency by 
an amount equal to the IF stage. Typically, the IF signal is selected to be the 
difference between the signal and local oscillator frequencies. The sum fre-
quency components are also produced, but this is eliminated by a simple BPF 



202 GNSS RECEIvER DESIGN AND ANALySIS

following the mixer. An incoming signal either above or below the local oscil-
lator frequency by an amount equal to the IF will produce an IF signal, but 
only one of the two signals is desired. The other signal, called the image, can 
be eliminated by bandpass filtering of the desired signal prior to down-
conversion. However, since the frequency separation of the desired and image 
signals is twice the IF, the filtering becomes difficult if a single down-conversion 
to a low IF is attempted. For this reason, down-conversion is often accom-
plished in more than one stage, with a relatively high first IF (30–100 MHz) to 
permit image rejection. Either a single stage of mixing (illustrated in Fig. 6.2) 
or double stage of mixing (i.e., super heterodyne) design can be utilized.

Whether it is single stage or multistage, down-conversion typically provides 
a final IF that is low enough to be digitally sampled at feasible sampling rates. 
In low-cost receivers, typical final IFs range from 4 to 20 MHz with bandwidths 
that have been filtered down to pass a substantial part of the GNSS code 
bandwidth (e.g., 2 MHz or so for a GPS C/A-code). This permits a relatively 
low digital sampling rate and at the same time keeps the lower edge of the 
signal spectrum well above 0 Hz to prevent spectral foldover. However, for 
adequate image rejection, either multistage down-conversion or a special 
single-stage image rejection mixer is required. In more advanced receivers 
there is a trend toward single conversion to a signal at a relatively high IF 
(30–100 MHz) because advances in technology permit sampling and digitizing 
even at these high frequencies.

Additionally, the theory of bandpass sampling has been applied to GNSS 
receiver designs. The theory of bandpass sampling allows for sampling fre-
quency not to be a minimum of two times the carrier (or IF) frequency, but 
selected to be at least two times the bandwidth of the bandpass signal, with 
constraints based on the carrier frequency (or IF) and actual sampling fre-
quency selected [11]. With regard to GNSS signal processing, the GNSS signal 
can be converted to an IF and then the signal is bandpass sampled to alias 
down the desired baseband signal band [12].

6.2.2.1  SNR  An important aspect of receiver design is the calculation of 
signal quality as measured by the SNR in the receiver IF bandwidth. Typical 
IF bandwidths range from about 2 MHz in low-cost receivers to the full GPS 
signal bandwidth on the order of 20 MHz in high-end units, and the dominant 
type of noise is the thermal noise in the first RF amplifier stage of the receiver 
front end (or the antenna preamplifier if it is used). The noise power in this 
bandwidth is given by Eq. 6.1:

 N kT B= e ,  (6.1)

where k = 1.3806 × 10−23 J/K, B is the bandwidth in hertz, and Te is the effective 
noise temperature in degree Kelvin. The effective noise temperature is a func-
tion of sky noise, antenna noise temperature, line losses, receiver noise tem-
perature, and ambient temperature. A typical effective noise temperature for 
a GNSS receiver is 513 K, resulting in a noise power of about −138.5 dBW in 
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a 2-MHz bandwidth and −128.5 dBW in a 20-MHz bandwidth. The SNR is 
defined as the ratio of signal power to noise power in the IF bandwidth or the 
difference of these powers when expressed in decibels. Assuming a nominal 
GNSS signal power level of −160.0 dBW, the SNR in a 20-MHz bandwidth is 
seen to be −160.0 − (−128.5) = −31.5 dB. About 90% of the C/A-code power 
lies in a 2-MHz bandwidth, so there is only about 0.5-dB loss in signal power. 
Consequently the SNR in a 2-MHz bandwidth is (−160.0 − 0.5) − (−138.5) = 
−21.5 dB. In either case, it is evident that the signal is completely masked by 
noise. Further processing to elevate the signal above the noise will be discussed 
subsequently.

6.2.3 Analog-to-Digital Conversion and Automatic Gain Control

In modern GNSS receivers, digital signal processing is used to track the GNSS 
signal, make pseudorange, Doppler, and carrier phase measurements, and 
demodulate the navigation data bit stream. For this purpose, the signal is 
sampled and digitized by an analog-to-digital converter (ADC) to be pro-
cessed digitally. In most receivers, the final IF signal is sampled, but in some, 
the final IF signal is converted down to an analog baseband signal prior to 
sampling. The sampling rate must be chosen so that there is no spectral aliasing 
of the sampled signal; this generally will be several times the final IF band-
width (2–20 MHz).

Most low-cost receivers use 1-bit quantization of the digitized samples, 
which not only is a very-low-cost method of analog-to-digital conversion but 
also has the additional advantage that its performance is insensitive to changes 
in voltage levels. Thus, the receiver needs no automatic gain control (AGC). 
At first glance, it would appear that 1-bit quantization would introduce severe 
signal distortion. However, the noise, which is Gaussian and typically much 
greater than the signal at this stage, introduces a dithering effect that, when 
statistically averaged, results in an essentially linear signal component. One-bit 
quantization does introduce some loss in SNR, typically about 2 dB, but in 
low-cost receivers, this is an acceptable tradeoff. A major disadvantage of 1-bit 
quantization is that it exhibits a capture effect in the presence of strong inter-
fering signals and is therefore quite susceptible to jamming.

Typical high-end receivers use anywhere from 1.5-bit (three-level) to 3-bit 
(eight-level) sample quantization. Three-bit quantization essentially elimi-
nates the SNR degradation found in 1-bit quantization and materially 
improves performance in the presence of jamming signals. However, to gain 
the advantages of multibit quantization, the ADC input signal level must 
exactly match the ADC dynamic range. Thus, the receiver must have AGC  
to keep the ADC input level constant. Some military receivers use even  
more than 3-bit quantization to extend the dynamic range so that jamming 
signals are less likely to saturate the ADC. Additionally, there are some 
instrumentation-grade software-defined GNSS receivers that use a high 
number of sampling bits (i.e., 14) to capture and analyze anomalous GNSS 
signal events and interference [13].
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6.2.4 Baseband Signal Processing

Baseband signal processing refers to a collection of high-speed algorithms 
implemented in dedicated hardware and controlled by software that acquire 
and track the GNSS signal, provide measurements of code phase and carrier 
phase for pseudorange and carrier phase measurements, and extract the navi-
gation data. These baseband signal processing functions are performed by the 
receiver channels and associated channel processing and control functions 
depicted in Fig. 6.1. The functionality of the code and carrier signal acquisition 
and tracking functions as well as the measurements that they produce will be 
presented.

6.3 SIGNAL ACQUISITION AND TRACKING

When a GNSS receiver is turned on, a sequence of operations must ensue 
before information in a GNSS signal can be accessed and used to provide a 
user solution. These operations are typically as follows:

1. hypothesize about the user location
2. hypothesize about which GNSS satellites are visible to the antenna
3. estimating the approximate Doppler frequency of each visible satellite
4. searching for the signal both in frequency and code phase
5. detecting the presence of a signal code and carrier and confirming 

detection
6. tracking the code phase
7. tracking the carrier phase
8. performing data bit synchronization
9. decoding the navigation data.

In many GNSS receiver applications, it is desirable to minimize the time from 
when the receiver is first turned on until the first user solution is obtained. This 
time interval is commonly called time to first fix (TTFF). Depending on receiver 
characteristics, the TTFF might range from several seconds to several minutes, 
depending upon the amount and quality of the information the GNSS receiv-
ers has when it begins its searching process. Often the initial conditions of a 
GNSS receiver are referred to as a “cold start,” “warm start,” or “hot start.” 
While these terms are subjective and vary, generally, a cold start means that 
the GNSS receiver has no information pertaining to its location (or previous 
location), no time, and no almanac data to aid in initial acquisition. A warm 
start refers to when the receiver may have some of the data items previously 
mentioned; for example, it may have a reasonably accurate estimate of loca-
tion (where it was previously turned off and was not moved substantially) and 
recent GNSS satellite almanac (i.e., from the previous day). A hot start is when 
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the receiver has an accurate initial estimate of its location, an accurate estimate 
of GNSS system time, and accurate GNSS almanac (or even good GNSS 
ephemeris); this can occur if the receiver had a momentary outage, received 
assistance data via A-GPS, or other network providers.

6.3.1 Hypothesize about the User Location

Most GNSS receivers, when turned off, will store their location, so that upon 
power up, they can use the last location, along with other data to determine 
parameters to help it acquire the code and carrier phase of the various GNSS 
satellites. This location is typically stored in memory, often supported with a 
battery. Receivers that have not stored their last location or have lost their 
last location in memory will often begin to search for satellites at some fixed 
location, for example, the receiver manufacture location.

In GNSS receivers that have been moved a substantial distance (e.g., to a 
different continent) and begin the search based on their last stored location, 
searching can be substantially long as the receiver is searching for satellites 
that may be on the other side of the earth. In these cases, it is often best to 
load the user location into the receiver or to clear the almanac and allow the 
receiver to begin a new acquisition process.

6.3.2 Hypothesize about Which GNSS Satellites Are Visible

An important consideration in minimizing the TTFF is to avoid a fruitless 
search for those satellite signals that may be blocked by the earth, are unhealthy, 
or are unavailable. A receiver can restrict its search to only those satellites 
that are visible if it knows its approximate location (even within several 
hundred miles) and approximate time (within approximately 10 min) and has 
satellite almanac data obtained within the last several months. The approxi-
mate location can be manually entered by the user or it can be the position 
obtained by the receiver when it was last in operation. The approximate time 
can also be entered manually, but most receivers have a sufficiently accurate 
real-time clock that operates continuously, even when the receiver is off.

Using the approximate time, approximate position, and almanac data,  
the receiver calculates the elevation angle of each satellite and identifies  
the visible satellites as those whose elevation angle is greater than a specified 
value, called the mask angle, which has typical values of 5°–20°. At elevation 
angles below the mask angle, atmospheric and multipath delays tend to make 
the signals unreliable.

Most receivers automatically update the almanac data when in use, but if 
the receiver is just “out of the box,” or has not been used for many months, it 
will need to search “blind” (i.e., cold start) for a satellite signal to collect the 
needed almanac. In this case, the receiver will not know which satellites are 
visible, so it simply must work its way down a predetermined list of satellites 



206 GNSS RECEIvER DESIGN AND ANALySIS

until a signal is found. Although such a “blind” search may take an appreciable 
length of time, it is infrequently needed.

6.3.3 Signal Doppler Estimation

The TTFF can be further reduced if the approximate Doppler shifts of the 
visible satellite signals are known. This permits the receiver to establish a 
frequency search pattern in which the most likely frequencies of reception are 
searched first. The expected Doppler shifts can be calculated from knowledge 
of approximate user position, approximate time, and position estimates of the 
satellites using valid almanac data. The greatest benefit is obtained if the 
receiver has a reasonably accurate clock reference oscillator.

However, once the first satellite signal is found, a fairly good estimate of 
receiver clock frequency error can be determined by comparing the predicted 
Doppler shift with the measured Doppler shift. This error can then be sub-
tracted out while searching in frequency for the remaining satellites, thus 
significantly reducing the range of frequencies that need to be searched.

6.3.4 Search for Signal in Frequency and Code Phase

There are various techniques available and used in GNSS receivers to acquire 
and track the GNSS signal carrier phase and code phase. Traditional tech-
niques involve sequentially searching for the desired GNSS signal in frequency 
and code delay. While some techniques are more popular than others, some 
amount of searching and confirmation is required. The traditional searching 
techniques will be emphasized here. Since GNSS signals are radio signals, one 
might assume that they could be received simply by setting a dial to a particu-
lar frequency, as is done with AM and FM broadcast band receivers. Unfortu-
nately, this is not the case.

GNSS signals are spread-spectrum signals in which the codes spreads the 
total signal power over a wide bandwidth. The signals are therefore virtually 
undetectable unless they are despread or correlated with a replica code in the 
receiver that is precisely aligned with the received code. Since the signal 
cannot be detected until alignment has been achieved, a search over the pos-
sible alignment positions (code phase search) is required.

Almost all current GNSS receivers are multichannel units in which each 
channel is assigned a satellite pseudorandom noise (PRN) code and carrier 
frequency, and processing in the channels is carried out simultaneously. Thus, 
simultaneous searches can be made for all usable satellites when the receiver is 
turned on. Because the search in each channel consists of sequencing through 
the possible frequency and code delay steps in time, it is called a sequential 
search. In this case, the expected time required to acquire as many as eight satel-
lites is typically 30–100 s, depending on the specific search parameters used.

A relatively narrow postdespreading bandwidth (perhaps 100–1000 Hz) is 
required to raise the SNR to detectable and/or usable levels. However, because 
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of the high carrier frequencies and large satellite velocities used by various 
GNSSs, for terrestrial users, the received signals can have large Doppler shifts 
(as much as ±5 kHz) with the Svs in a medium earth orbit (MEO), which may 
vary rapidly (by as much as 1 Hz/s). The observed Doppler shift also varies 
with location on Earth, so that the received frequency will generally be 
unknown a priori. Furthermore, the frequency error in typical receiver refer-
ence oscillators will typically cause several kilohertz or more of frequency 
uncertainty at the L-band. Thus, in addition to the code search, there is also 
the need for a search in frequency. At a given estimated Doppler and user 
clock error, a frequency bin on the order of 500 Hz can be used in the acquisi-
tion process.

Therefore, a GPS receiver must conduct a two-dimensional search in order 
to find each satellite signal, where the dimensions are code delay and carrier 
frequency uncertainty. A search must be conducted across the delay range of 
the code for each frequency bin searched. Depending upon the accuracy of 
the estimated satellite locations, user location, and time, the full code phase, 
or a limited code phase search, may be performed. A generic method for 
conducting the search is illustrated in Fig. 6.3, where the digital IF signal  
from the AGC is split and then multiplied by a locally generated version of 
the carrier (really the IF signal) in quadrature [i.e., where the signal from  
the ADC is multiplied by a sin function signal to produce an in-phase (I) 
component, and the other split ADC is multiplied by a cosine function signal 
to produce a quadrature (Q) component]. These I and Q components are then 
multiplied by delayed replicas of the code and then passed to a signal integra-
tor (i.e., integrate and dump) circuit that has a relatively small bandwidth  

Fig. 6.3 Signal search method.
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(e.g., 100–1000 Hz where the inverse represents Td [the detection integration 
time shown in Fig. 6.3]). These I and Q correlation outputs are then fed into 
a search discriminator. While the search discriminator function may be imple-
mented in various ways, one approach is to provide an output from the search 
discriminator that is proportional to I2 + Q2. The output energy of the search 
discriminator (Λ) serves as a signal detection statistic that can be compared 
to a threshold (VT). This output will be significant only if both the selected 
code delay and frequency translation match that of the received signal. When 
the energy exceeds a predetermined threshold VT, a tentative decision is made 
that a signal is being received synchronously in code phase and frequency, 
subject to later confirmation. The value chosen for the threshold VT is a com-
promise between the conflicting goals of maximizing the probability of detect-
ing (PD) the signal when it is actually present at a given Doppler and code 
delay and minimizing the probability of false alarm (PFA) when it is not.

For GNSS codes that have a relatively short period (e.g., GPS C/A-code), 
the unknown code delay of the signal can be considered to be uniformly dis-
tributed over its range so that each delay value is equally likely. Thus, the 
delays used in the code search can simply sequence from 0 to 1023.5 chips in 
0.5-chip increments. For GNSS codes that have a long period, knowledge of 
GNSS system time, satellite location, estimated user location, and clock uncer-
tainties (satellite and user) can help the receiver reduce the search for the 
correct code delay.

6.3.4.1  Sequential Searching in Code Delay  For each frequency searched, 
the receiver generates the PRN code corresponding to the hypothesized satel-
lite signal and moves the delay of this code in discrete steps (typically 0.5 chip) 
until approximate alignment with the received code (and also a match in 
Doppler) is indicated when the correlator output energy exceeds the threshold 
VT. A step size of 0.5 code chip, which is used by many GPS receivers, is an 
acceptable compromise between the conflicting requirements of search speed 
(enhanced by a larger step size) and guaranteeing a code delay that will be 
located near the peak value of the code correlation function (enhanced by a 
smaller step size).

An important parameter in the code search is the dwell time used for each 
code delay position since it influences both the search speed and the detection/
false-alarm performance. The dwell time is typically an integral multiple of 
1 ms to assure that the correct correlation function, using the full range of code 
states, is obtained. Satisfactory performance is obtained with dwell times from 
1 to 4 ms in most GNSS receivers that have navigation data on the respective 
channel, but longer dwell times are sometimes used to increase detection 
capability in weak-signal environments. However, if the dwell time for the 
search is a substantial fraction of 20 ms (the duration of one typical navigation 
data bit), it becomes increasingly probable that a bit transition of the 50-Hz 
data modulation will destroy the coherent processing of the correlator during 
the search and lead to a missed detection. This imposes a practical limit for a 
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search using coherent detection on a GNSS signal with unknown data. For 
signal acquisition of a dataless GNSS signal (i.e., pilot signal), no data trans-
mission is present, so integration time is merely limited by the time spent 
deciding if the signal is present.

The simplest type of code search uses a fixed dwell time, a single detection 
threshold value VT, and a simple yes/no binary decision as to the presence of 
a signal. Many receivers achieve considerable improvement in search speed 
by using a sequential detection technique in which the overall dwell time is 
conditioned on a ternary decision involving an upper and a lower detection 
threshold. Details on this approach can be found in the treatise by Wald [14].

6.3.4.2  Sequential Searching in Frequency  The range of frequency uncer-
tainty that must be searched is a function of the accuracy of the receiver 
reference oscillator, how well the approximate user position is known, the 
velocity of the user relative to the satellite. The first step in the search is to 
use stored almanac data to obtain an estimate of the Doppler shift of the 
satellite signal. An interval (flower, fupper) of frequencies to be searched is then 
established. The center of the interval is located at fc + fd, where fc is the GNSS 
carrier frequency to be searched and fd is the estimated carrier Doppler shift. 
The width of the search interval is made large enough to account for worst-
case errors in the receiver reference oscillator, in the estimate of user position, 
and in the user clock. Without any estimate of the Doppler shift, a typical 
range for the frequency search interval is fc ± 5 kHz for a terrestrial user 
without substantial velocity. If the user has substantial velocity, then this 
uncertainty should also go into the frequency uncertainty. For space-based 
receivers, the frequency uncertainty will likely have to be extended depending 
upon the user satellite orbit and relative velocity to the GNSS satellite. 
Extending the search window from ±5 kHz to ±20 kHz is often required.

The frequency search is conducted in N discrete frequency steps that cover 
the entire search interval. The value of N is (fupper − flower)/Δf, where Δf is the 
spacing between adjacent frequencies (i.e., frequency bin width). The bin width 
is determined by the effective bandwidth of the correlator. For the coherent 
processing used in many GPS receivers, the frequency bin width is approxi-
mately the reciprocal of the search dwell time. Thus, typical values of Δf are 
250–1000 Hz. Assuming a ±5-kHz frequency search range, the N number of 
frequency steps to cover the entire search interval with a 500-Hz frequency 
bin would thus be 20 discrete frequency steps.

6.3.4.3  Frequency Search Strategy  Because the received signal frequency 
is more likely to be near to, rather than far from, the Doppler estimate, the 
expected time to detect the signal can be minimized by starting the search at 
the estimated frequency and expanding in an outward direction by alternately 
selecting frequencies above and below the estimate. Figure 6.4 illustrates a 
frequency search strategy where the initial frequency offset is estimated to be 
1500 Hz and a Doppler bin of 500 Hz is used over 10 steps.
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6.3.4.4  Parallel and Hybrid Search Methods  Certain applications demand 
that the satellites be acquired much more rapidly (perhaps within a few 
seconds). This can be accomplished by using a parallel search technique in 
which extra hardware permits many frequencies and code delays to be searched 
at the same time. Still other techniques that take the advantages in semicon-
ductor technology use a substantially large amount of correlation operations 
to process nearly all possible frequency and code delays simultaneously [5].

Other techniques involve estimating the frequency and code delay using a 
block of data and Fourier transform methods [15]. These types of techniques 
take a sample block of digital data and perform fast Fourier transform to 
estimate the frequency and code phase uncertainty. These uncertainties can 
then be used to hand over to refined time-domain tracking operations to 
provide a hybrid acquisition and tracking approach in a GNSS receiver [16].

6.3.5 Signal Detection and Confirmation

As previously mentioned, there is a tradeoff between the probability of detec-
tion PD and the probability of false alarm PFA. As the detection threshold VT 
is decreased, PD increases, but PFA also increases, as illustrated in Fig. 6.5. Thus, 
the challenge in receiver design is to achieve a sufficiently large PD so that 
a signal will not be missed but at the same time to keep PFA small enough 
to avoid difficulties with false detections. When a false detection occurs, the 

Fig. 6.4 Sequential frequency search strategy.
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receiver will try to lock onto and track a nonexistent signal. By the time the 
failure to track becomes evident, the receiver will have to initiate a completely 
new search for the signal. On the other hand, when a detection failure occurs 
(i.e., a missed detection), the receiver will waste time continuing to search 
remaining search cells that contain no signal, after which a new search must 
be initiated.

6.3.5.1  Detection Confirmation  One way to achieve both a large PD and 
a small PFA is to increase the dwell time so that the relative noise component 
of the detection statistic is reduced. However, to reliably acquire weak GNSS 
signals, the required dwell time may result in unacceptably slow search  
speed. An effective way around this problem is to use some form of detection 
confirmation.

To illustrate a detection confirmation process, suppose that to obtain the 
detection probability PD = 0.95 with a typical medium-strength GPS signal, we 
obtain the false-alarm probability PFA = 10−3. (These are typical values for a 
fixed search dwell time of 3 ms.) This means that on the average, there will be 
one false detection in every 1000 frequency/code cells searched. Consider the 
following example for a typical two-dimensional GPS search region that may 
contain as many as 40 frequency bins and 2046 code delay positions for a GPS 
C/A-code for a total of 40 × 2046 = 81,840 such cells. Thus, we could expect 
about 82 false detections in the full search region. Given the implications of a 
false detection discussed previously, this is clearly unacceptable.

Fig. 6.5 Illustration of tradeoff between PD and PFA.
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However, suppose that we change the rules for what happens when a detec-
tion (false or otherwise) occurs by performing a confirmation of detection 
before turning the signal over to the tracking loops. Because a false detection 
takes place only once in 1000 search cells, it is possible to use a much longer 
dwell (or a sequence of repeated dwell) for purposes of confirmation without 
markedly increasing the overall search speed, yet the confirmation process will 
have an extremely high probability of being correct. In the event that confir-
mation indicates no signal, the search can continue without interruption by 
the large time delay inherent in detecting the failure to track. In addition to 
using longer dwell times, the confirmation process can also perform a local 
search in which the frequency/code cell size is smaller than that of the main, 
or global, search, thus providing a more accurate estimate of signal frequency 
and code phase when detection is confirmed. Figure 6.6 depicts this process. 
The global search uses a detection threshold, VT, which provides a high PD and 
a moderate value of PFA. Whenever the detection statistic Λ exceeds VT at a 
frequency/delay cell, a confirmation search is performed in a local region sur-
rounding that cell. The local region is subdivided into smaller cells to obtain 
better frequency delay resolution, and a longer dwell time is used in forming 
the detection statistic Λ. The longer dwell time makes it possible to use a value 
of VT that provides both a high PD and a low PFA.

Some GNSS receivers use a simple adaptive search in which shorter dwell 
times are first used to permit rapid acquisition of moderate to strong signals 

Fig. 6.6 Global and confirmation search regions.
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(e.g., high elevation satellites). Whenever a search for a particular satellite is 
unsuccessful, or it is known that the satellite is at a low elevation angle, it is 
likely that the signal from that satellite is relatively weak, so the receiver can 
increase the dwell time and start a new search that is slower but has better 
performance in acquiring weak signals.

6.3.5.2  Coordination of Frequency Tuning and Code Chipping Rate  As 
the receiver is tuned in frequency during searching, it is advantageous to 
advance or retard the code chipping rate of the receiver-generated code so 
that it is in accordance with the carrier Doppler shift under consideration. The 
relationship between carrier Doppler shift and the advance or retard of code 
chipping rate (i.e., precession rate) is given by p(t) = fd/Ncyc, where p(t) is the 
code precession rate in chips per second, fd is the carrier Doppler shift (Hz), 
and Ncyc represents the number of carrier cycles in one chip of the respective 
code (e.g., 1540 for GPS L1 C/A-code). Here, a positive precession rate is 
interpreted as an increase in the chipping rate. Precession is not required while 
searching because the dwell times are so short. However, when detection of 
the signal occurs, it is important to match the incoming and reference code 
rates during the longer time required for detection confirmation and/or initia-
tion of code tracking to take place.

6.3.6 Code Tracking Loop

At the time of detection confirmation, the receiver-generated local reference 
code will be in approximate alignment with that of the received signal (usually 
within 0.5 chip), and the reference code chipping rate will be approximately 
that of the received signal. Additionally, the frequency of the received signal 
will be known to within the frequency bin width Δf. However, unless further 
measures are taken, the residual Doppler on the received signal will eventually 
cause the received and reference codes to drift out of alignment and the signal 
frequency to drift outside the frequency bin at which detection occurred. If 
the code alignment error exceeds one chip in magnitude, the incoming signal 
will no longer despread and will disappear below the noise level. (Additionally, 
the correlated signal will also decrease in value as the signal frequency rate 
and locally generated frequency rate become less similar, and will eventually 
disappear if it drifts outside the detection frequency bin.) Thus, there is the 
need to continually adjust the timing of the locally generated reference code 
so that it maintains accurate alignment with the received code, a process called 
code tracking. The process of maintaining accurate frequency tuning to the 
received signal carrier, called carrier tracking, is also necessary and will be 
discussed in following sections.

Code tracking is initiated as soon as signal detection is confirmed, and  
the goal is to make the receiver’s locally generated code line up with incom-
ing code as precisely as possible. There are two objectives in maintaining 
alignment:
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1. Code Correlation (i.e., Signal Despreading). The first objective is to fully 
despread the received signal so that it is no longer below the noise and 
so that information contained in the carrier and the underlying naviga-
tion data can be recovered.

2. Pseudorange Measurements. The second objective is to enable precise 
measurement of the time of arrival (TOA) of the received code for pur-
poses of producing a pseudorange measurement. Such measurements 
cannot be made directly from the received signal since it is below the 
noise level. Therefore, a code tracking loop, which has a large processing 
gain, is employed to generate a reference code precisely aligned with 
that of the received signal. This enables pseudorange measurements to 
be made using the reference code instead of the much noisier received 
signal code waveform.

Figure 6.7 illustrates a generic code tracking loop within the receiver channels 
shown in Fig. 6.1. The digitized IF signal, which has a wide bandwidth due to 
the spreading code modulation, is completely obscured by noise. The signal 
power is raised above the noise power by dispreading (or code correlation), 
where the digitized IF signal is multiplied by a receiver-generated replica of 
the code precisely time-aligned with the code of the received signal. The code 
tracking loop shown in Fig. 6.7 works together with the carrier tracking loop 
to iteratively acquire and track the received GNSS signal. The carrier numeri-
cally controlled oscillator (NCO) is typically multiplied by the split received 

Fig. 6.7 Generic GNSS receiver code tracking loop.
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digital IF signal, as is done in the carrier tracking loop shown in Fig. 6.3, to 
produce individual baseband I and Q signals. These I and Q signals are then 
typically multiplied by a delayed version of the locally generated spreading 
code that is controlled by the code NCO. The code tracking loop in Fig. 6.7 is 
known as a delay-lock loop (DLL) whereby early (E), punctual (P), and late 
(L) versions of the locally generated spreading code are produced to be used 
in the correlation process. In typical GNSS receivers, the early and late codes, 
respectively, lead and lag the punctual code by 0.05–1.0 code chips and main-
tain these relative positions during the code tracking process. These versions 
are used to produce delayed versions of the correlated signal for the purpose 
of code tracking. (Strictly speaking, the code tracking loop only tracks the code 
phase, and the carrier tracking loop tracks the carrier phase and performs data 
recovery, which will be discussed later in this chapter, but there are significant 
functional components that are the same.)

The mixer and integrator in each correlator channel are performed in paral-
lel. The output magnitude of each correlator is proportional to the cross  
correlation of its received and reference codes, where the cross-correlation 
function has the triangular shaped function, with its peak occurring when the 
two codes are aligned. The integration process that is performed prior to the 
code loop discriminator is controlled by a predetection integration interval 
(PDI) that determines the integration time (i.e., the number of samples to 
integrate based on the sample rate). The amount of time the samples can be 
integrated will depend upon the duration of a navigation data bit, if navigation 
data bit synchronization has occurred, if the navigation data has been removed, 
or is not present for a dataless GNSS signal (i.e., pilot signal). If the navigation 
data has been synchronized and removed, often referred to as “data wipe-off,” 
then the predetection integration times can exceed the data bit boundaries 
and enable better acquisition and tracking performance in low SNR environ-
ments. If the data transitions have not been removed, or are still unknown, 
data removal can be done within the code loop discriminator functional block 
by squaring, taking the absolute value, or extracting the envelope of each of 
the correlation functions (i.e., output from each of the integrators).

When attempting to acquire a GNSS signal that is encoded with navigation 
date and the code tracking loop is first turned on, the integration time T for 
the correlators is usually no more than a few milliseconds, in order to minimize 
corruption of the correlation process by data bit transitions of the navigation 
data bit stream whose locations in time are not yet known. However, after bit 
synchronization has located the data bit boundaries, the integration interval 
can span a full data bit (e.g., 20 ms for the GPS C/A-code) in order to achieve 
a maximum contribution to processing gain. When first attempting to acquire 
a GNSS signal that is not encoded with navigation, the PDI time T for the 
correlators can be made very long, depending upon the dynamics of the 
platform.

various discriminator functions can be used in the code tracking process. 
Figure 6.7 depicts a generic code tracking loop that can be operated in a  
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noncoherent or coherent fashion. The noncoherent DLL utilizes the early and 
late correlator channels to form a discriminator function that produces an 
error signal, ec(τ), which can be used as a basis to “speed up” or “slow down” 
the locally generated codes so that the locally generated punctual code is 
driven to alignment with the incoming signal. A common early minus late 
noncoherent discriminator function is shown in Eq. 6.2 to produce a code 
delay error signal:

 e
I Q I Q

I Q I Q
c τ( ) =

+( ) − +( )
+( ) + +( )

E
2

E L L

E E L L

2 2 2

2 2 2 2
.  (6.2)

The discriminator function in Eq. 6.2 has been normalized by the power in the 
early and late channels. Normalizing the discriminator function is useful to 
help minimize the error signal variations that may result in SNR variations 
and if the receiver is to implement dynamic discriminator functions.

Figure 6.8 illustrates a typical open-loop error signal produced by a one-
chip spaced early minus late DLL verse delay (τ) between the locally gener-
ated code and the incoming received code. The error signal is slightly rounded 
due to filtering with its stable operating point along the linear portion of  
the function close to 0 delay. When the code loop eventually locks onto the 
received code, the stable operating point will be between the two peaks on 
the nearly linear slope of the discriminator function output (i.e., this error 
signal).

Alignment of the locally generated punctual code with the received code 
is maintained by using the error signal to advance or delay the reference code 

Fig. 6.8 Code tracking loop error signal (open loop).
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generator rate using the discriminator error output. For example, depending 
upon the polarity of the slope (i.e., sensitivity) of the code NCO, when the 
error signal is positive, the reference code rate will speed up, and when the 
error signal is negative, the reference code rate will slow down. Since ec(τ) is 
generally quite noisy, it is sent through a low-pass loop filter before it controls 
the clock rate of the code NCO, which drives the local reference code genera-
tor, as indicated in Fig. 6.7. The bandwidth of this filter is usually quite small, 
resulting in a closed-loop bandwidth typically less than 1 Hz. The bandwidth 
of this code loop filter can be varied based on the expected dynamics of the 
user platform to ensure code tracking is not lost under high dynamics, while 
minimizing noise in the code tracking process.

6.3.6.1  Code Loop Bandwidth Considerations  The bandwidth of the code 
tracking loop is determined primarily by the loop filter and needs to be narrow 
for best ranging accuracy but wide enough to avoid loss of lock if the receiver 
is subject to large accelerations that can suddenly change the apparent chip-
ping rate of the received code. Excessive accelerations cause loss of lock  
by moving the received and reference codes too far out of alignment before 
the loop can adequately respond. Once the alignment error exceeds approxi-
mately one code chip, the loop loses lock because it no longer has the ability 
to form the proper error signal.

In low-dynamics applications with lower-cost receivers, code tracking loop 
bandwidths on the order of 1 Hz permit acceptable performance in handheld 
units and in receivers with moderate dynamics (e.g., in automobiles). For high-
dynamics applications, such as missile platforms, loop bandwidths might be on 
the order of 10 Hz or larger. In surveying applications, which have no appre-
ciable dynamics, loop bandwidths can be as small as 0.01 Hz to obtain the 
required ranging accuracy. Both tracking accuracy and the ability to handle 
dynamics are greatly enhanced by means of carrier aiding from the receiver’s 
carrier phase tracking loop, which will be discussed subsequently.

6.3.6.2  Coherent  versus  Noncoherent  Code  Tracking  In general, the 
outputs of each of the correlator channels shown in Fig. 6.7 are complex (i.e., 
have amplitude and phase). A noncoherent code track look does not explicitly 
need to know the incoming carrier phase since the energies in I and Q chan-
nels are combined. Noncoherent code tracking loops will often remove the 
phase transitions by squaring, taking the absolute value, or rectifying the cor-
relator outputs. Phase transitions can come about because of navigation data 
that are modulated within the received GNSS signal, and the data bit boundar-
ies have not yet been determined. A distinguishing feature of a noncoherent 
code tracking loop is its insensitivity to the phase of the received signal. Insen-
sitivity to phase is desirable when the loop is first turned on since, at that time, 
the signal phase is random and not yet under any control.

However, once the phase of the signal is being tracked, a coherent code 
tracker can be employed, in which the outputs of the early and late correlators 
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are purely real, and all of the signal power will be concentrated, or synchro-
nized, with the I channel. In this situation, the loop error signal can be formed 
directly from the difference of the early and late squared magnitudes from 
only the I correlators. By avoiding the noise in the Q correlator outputs, a 3-dB 
SNR advantage is thereby gained in tracking the code.

With the code loop tracking the incoming signal, the locally generated 
punctual code is synchronized to the incoming coded signal. Once this occurs, 
not only can the Q channel not be used, but the energy in the P cannel can 
be used to help improve the performance of the code tracking loop. A dis-
criminator function of this kind is called the dot product discriminator func-
tion [17, 18].

However, a price is paid in that the code loop error signal becomes sensitive 
to phase error in tracking the carrier. If phase tracking is ever lost, failure of 
the code tracking loop could occur (without additional aiding). This is a major 
disadvantage, especially in mobile applications where the signal can vary 
rapidly in magnitude and phase. Since noncoherent operation is much more 
robust in this regard and is still needed when code tracking is initiated, most 
GNSS receivers will use a noncoherent code tracking loop; however, some will 
use a hybrid approach and switch from noncoherent to coherent code tracking 
once synchronization has occurred.

6.3.7 Carrier Phase Tracking Loops

The purposes of tracking the carrier phase of the received GNSS signal are to

1. obtain a phase reference for coherent detection of the GNSS phase 
modulated data,

2. provide precise velocity measurements (via phase rate),
3. obtain integrated Doppler for rate aiding of the code tracking loop, and
4. obtain precise carrier phase measurements for use in high-accuracy 

receivers.

Tracking of carrier phase is usually accomplished by a phase-lock loop (PLL). 
A Costas-type PLL or its equivalent can be used to prevent loss of phase 
coherence with the received GNSS signal that has phase modulated navigation 
data on the GNSS carrier signal. The origin of the Costas PLL is described in 
Ref. 19. Figure 6.9 is a block diagram of a generic carrier tracking loop that is 
contained within each of the receiver channels shown in Fig. 6.1.

In Fig. 6.9, the output of the receiver IF is converted to a complex baseband 
signal by multiplying the signal by both the in-phase and quadrature-phase 
outputs of a carrier NCO. The carrier NCO produces the in-phase (i.e., sin 
function) and quadrature-phase (i.e., cosine function). The code is removed 
(assume the code tracking loop is synchronized) with the punctual code from 
the code tracking loop, and the resulting signal is integrated. For a GNSS 
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signal that has navigation data encoded, the signal is then integrated over 
each navigation data bit interval to form a sequence of phasors. The phase 
angle of each phasor is the phase difference between the received signal 
carrier and the carrier NCO output during the navigation data bit integration 
interval. For a classical Costas loop, the discriminator function illustrated in 
Fig. 6.9 is a multiplier to produce a carrier loop phase error signal by multi-
plying together the Ip and Qp components of each phasor. This error signal is 
unaffected by the phase modulated navigation data because the modulation 
appears on both Ip and Qp and is removed in forming the Ip × Qp product. 
After passing through a carrier low-pass loop filter, the error signal controls 
the carrier NCO phase to drive the loop error signal Ip × Qp to zero (the 
phase-locked condition).

Because the Costas loop is unaffected by the data modulation, it will achieve 
phase lock at two stable points where the NCO output phase differs from that 
of the signal carrier by either 0° or 180°, respectively. This can be seen by 
considering I = A cos θ and Q = A sin θ, where A is the phasor amplitude and 
θ is its phase. Then, the product of the Ip and Qp channels is shown in Eq. 6.3:

 φ θ θ θe I Q A A= × = =p p
2 21

2
2cos sin sin .  (6.3)

There are ambiguous values of θ in (0, 2π), where the error signal Ip × Qp = 0. 
Two of these are the stable points, namely, θ = 0° and θ = 180°, toward which 
the loop tends to return if disturbed. Since sin 2θ is unchanged by 180° changes 

Fig. 6.9 Generic GNSS receiver carrier tracking loop.
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in θ caused by the data bits, the data modulation will have no effect. At either 
of the two stable points, the Qp integrator output is nominally zero and the Ip 
integrator output contains the demodulated data stream, but with a polarity 
ambiguity that can be removed by observing the navigation data frame pre-
amble. Thus, the Costas loop has the additional feature of serving as a data 
demodulator.

In the Costas loop design shown, the phase of the received signal is mea-
sured by comparing the phase of the carrier NCO output with a reference 
signal. Normally, the reference signal frequency is a rational multiple of the 
same crystal-controlled oscillator that is used in frequency shifting the GNSS 
signal down to the last IF. When the carrier NCO is locked to the phase of the 
incoming signal, the measured phase rate will typically be in the range of 
±5 kHz due to signal Doppler shift. Two types of phase measurements are 
usually performed on a periodic basis (the period might be every navigation 
data interval). The first is an accurate measurement of the phase modulo 2π, 
which is used in precision carrier phase ranging. The second is the number of 
cycles (including the fractional part) of phase change that have occurred from 
a defined point in time up to the present time. The latter measurement is often 
called integrated Doppler and is used for aiding the code tracking loop. By 
subtracting consecutive integrated Doppler measurements, extremely accu-
rate average frequency measurements can be made, which can be used by the 
navigation filter to accurately determine user velocity.

Although the Costas loop is not disturbed by the presence of data modula-
tion, at low SNR, its performance degrades considerably from that of a loop 
designed for a pure carrier. The degradation is due to the noise × noise com-
ponent of the Ip × Qp error signal. Furthermore, the data bit duration of the 
Ip and Qp integrations represents a limit to the amount of coherent processing 
that can be achieved. If it is assumed that the maximum acceptable bit error 
rate (BER) for the navigation data demodulation is 10−5, GPS signals typically 
become unusable when C/N0 falls below about 25 dB-Hz.

There are various carrier phase discriminator functions that can be imple-
mented to successfully track the carrier phase. While the classical Costas loop 
discriminator function merely multiplies the punctual IP and QP channel 
together and applies the error signal to the carrier loop filter, an alternative 
optimum PLL discriminator function takes the punctual IP and QP channels 
and implements a full four quadrant arctan function (i.e., atan 2), which can 
be implemented with a memory lookup table; for this phase discriminator, the 
baseband phase is defined by Eq. 6.4:

 φe Q I= ( )atan 2 P P, .  (6.4)

The design bandwidth of the PLL is determined by the SNR, desired tracking 
accuracy, signal dynamics, and ability to “pull in” when acquiring the signal or 
when the lock is momentarily lost.
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6.3.7.1  PLL Capture Range  An important characteristic of the PLL is the 
ability to pull in to the frequency of a received signal. When the PLL is first 
turned on, assuming code acquisition, the difference between the signal carrier 
frequency and the carrier NCO frequency must be sufficiently small or the 
PLL will not lock. In typical GNSS applications, the PLL must have a relatively 
small bandwidth (1–10 Hz) to prevent loss of lock due to noise. However, this 
results in a small pull-in (or capture) range (perhaps only 3–30 Hz), which 
would require small (hence many) frequency bins in the signal acquisition 
search algorithm. Advanced PLL designs or use of a frequency lock loop 
(FLL) can enhance the PLL capture range performance.

6.3.7.2  PLL Order  The order of a PLL refers to the number of integrators 
within the tracking loop and thereby its capability to track different types of 
signal dynamics. Most GPS receivers use second- or third-order PLLs. A 
second-order loop can track a constant rate of phase change (i.e., constant 
frequency) with zero average phase error and a constant rate of frequency 
change with a nonzero but constant phase error. A third-order loop can track 
a constant rate of frequency change with zero average phase error and a con-
stant acceleration of frequency with nonzero but constant phase error. Most 
receivers typically use a second-order PLL with fairly low bandwidth because 
the user dynamics are minimal and the rate of change of the signal frequency 
due to satellite motion is sufficiently low (<1 Hz/s) such that phase tracking 
error is negligible. On the other hand, receivers designed for high dynamics 
(i.e., missiles) will sometimes use third-order or even higher-order PLLs to 
avoid loss of lock due to the large accelerations encountered.

The price paid for using higher-order PLLs is a somewhat lower robust 
performance in the presence of noise. If independent measurements of plat-
form dynamics are available (such as accelerometer or INS outputs), they can 
be used to aid the PLL by reducing stress on the loop. This can be advanta-
geous because it often renders the use of higher-order loops unnecessary.

6.3.7.3  Use of Frequency-Lock Loops (FLLs) for Carrier Capture  Some 
receivers avoid the conflicting demands of the need for a small bandwidth and 
a large capture range in the PLL by using an FLL to aid the PLL. The capture 
range of an FLL is typically much larger than that of a PLL, but the FLL 
cannot lock onto nor track the actual phase of the received signal. Therefore, 
an FLL is often used to pull the carrier NCO frequency into the capture range 
of the PLL. A typical FLL design is similar to the PLL shown in Fig. 6.9, except 
a different discriminator function is used, and there is no navigation data 
output. The FLL generates a loop error signal that is approximately propor-
tional to the rotation rate of the baseband signal phasor and is derived from 
the vector cross product of successive baseband phasors where a fixed delay 
is used, typically, 1–5 ms. If we let t1 correspond to the outputs at a given time, 
and t2 correspond to the corresponding outputs 1–5 ms later, then a maximum 
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likelihood (ML) estimator for the carrier FLL is shown in Eq. 6.5, where the 
error signal here is frequency error [20]:

 f
t t

e = ( )
−

atan2 cross dot,
,

2 1

 (6.5)

where

cross = IP1 × QP2 − IP2 × QP1

dot = IP1 × IP2 + QP1 × QP2.

6.3.8 Bit Synchronization

For GNSS signals that have navigation data encoded, synchronizing to the data 
bit edges is necessary in order to coherently integrate the punctual channel 
and to optimally recover the navigation data bits. Before bit synchronization 
can occur, the PLL must be locked to the GNSS signal. This can be accom-
plished by initially running a Costas loop with a relatively short integration 
time (e.g., 1 ms) where each interval of integration is over one period of the 
code (e.g., GPS C/A-code), starting and ending at the code epoch. Since the 
navigation data bit transitions can occur at code epochs using phase modula-
tion, there can be no bit transitions while integration is taking place. When the 
PLL achieves lock, the output of the Ip integrator will change as a function of 
the navigation data bits. Once the navigation data bit boundaries have been 
determined, then the output of the punctual integrator can be integrated over 
the entire number of codes used to encode a single data bit (e.g., 20 for GPS 
C/A-code).

A simple method of bit synchronization is to clock a modulo counter with 
the epochs of the receiver-generated reference code and to record the count 
each time the polarity of the Ip integrator output changes. The modulo of the 
counter will be the number of code epochs that are used to encode the naviga-
tion data. For example, with the GPS C/A-code, 20 C/A-codes are transmitted 
for each navigation data bit; thus, a modulo 20 counter should be used in the 
clock recovery process. A histogram of the frequency of each count is con-
structed, and the count having the highest frequency identifies the epochs that 
mark the data bit boundaries. (Counts corresponding to lower frequencies will 
correspond to multiple data bits of the same polarity and are of limited value 
in the navigation data clock recovery process.)

6.3.9 Data Bit Demodulation

Once navigation data bit synchronization has been achieved, demodulation of 
the navigation data bits can occur. As previously described, many GNSS 
receivers demodulate the data by integrating the Ip component of the base-
band phasor generated by a Costas loop, which tracks the carrier phase. Each 
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data bit is generated by integrating the Ip component over a number of code 
epochs used to encode at single navigation data bit (e.g., 20-ms interval for the 
GPS C/A-code) from one data bit boundary to the next. The Costas loop 
causes a polarity ambiguity of the data bits that can be resolved by observation 
of the subframe preamble in the navigation message data.

6.4 EXTRACTION OF INFORMATION FOR USER SOLUTION

After carrier, code, and data clock synchronization, the navigation data decod-
ing can be performed to extract the navigation information encoded onto  
the GNSS broadcast. This navigation information will be used by the GNSS 
receiver to calculate several important parameters for the user solution includ-
ing the determination of the following:

1. signal transmission time,
2. position and velocity of each satellite,
3. pseudorange measurements,
4. delta pseudorange measurements,
5. carrier Doppler measurements, and
6. integrated Doppler measurements.

6.4.1 Signal Transmission Time Information

The GNSS receiver can calculate the time of transmission of the GNSS signal 
(i.e., the GNSS time that the signal left the satellite) by decoding the GNSS 
system time encoded onto the broadcast and counting the number of code 
cycles and chips that have lapsed until the receiver has correlated to the 
spreading code. In particular, for GPS, the Z-count represents the number of 
1.5 s x1 epochs that have elapsed since the beginning of the week. The time 
of week (TOW), part of the Z-count, is encoded at the beginning of every 
subframe and represents a GPS system time reference to the beginning of the 
next subframe. (The receiver will still need to apply the Sv transmitter clock 
error correction to correct the actual Sv clock used to this reference time 
encoded as the TOW count.) After the code and carrier tracking loops have 
synchronized to the received signal, the receiver will then count the whole 
number of code epochs, the whole number of code chips, and the fractional 
number of code chips that have lapsed since that Z-count, from the code NCO 
(with respect to the punctual code). This count is performed within the GNSS 
receiver by a function that is commonly referred to as the code accumulator. 
The information that goes into the code accumulator count is obtained from 
the navigation data and the code NCO. (The part of the code accumulator that 
counts the whole and fractional code chips since the last code epoch is often 
referred to as the code state, which can be obtained from the code NCO.) Thus, 
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the total number (whole and fractional) of code chips that have lapsed since 
the Z-count is used to calculate the time of transmission (tT).

6.4.2 Ephemeris Data for Satellite Position and Velocity

The ephemeris data permit the position and velocity of each satellite to be 
computed at the signal transmission time. The calculations are outlined in 
Table 3.2.

6.4.3 Pseudorange Measurements Formulation Using Code Phase

In an ideal system, with no clock, atmospheric, or measurement errors, finding 
the three-dimensional position of a user would consist of determining the true 
range, that is, the distance of the user from each of three or more satellites 
having known positions in space, and mathematically solving for a point in 
space where that set of ranges would occur. The range to each satellite can be 
determined by measuring how long it takes for the signal to propagate from 
the satellite to the receiver and multiplying the propagation time by the speed 
of light.

Unfortunately, this method of computing range would require very accurate 
synchronization of the satellite and receiver clocks used for the time measure-
ments. GNSS satellites use very accurate and stable atomic clocks that are 
corrected from the supporting ground control segment, but it is often impracti-
cal to provide a comparable clock in a receiver. The problem of user clock 
synchronization is circumvented in GPS by treating the receiver clock error 
as an additional unknown in the navigation equations and using measurements 
from an additional satellite to provide enough equations for a user solution 
for time as well as for position. Thus, the receiver can use an inexpensive clock 
to make its measurements. Since the user clock error is common to all of the 
measurements, it will eventually cancel in the user solution. Such an approach 
leads to perhaps the most fundamental measurement made by a GNSS 
receiver, the pseudorange measurement from Sv i, computed as shown in 
Eq. 6.6:

 ρi ic t t= −( )R T ,  (6.6)

where

c = GNSS propagation constant (i.e., speed of light) (m/s)
tR = time of reception (s)
tTi = time of transmission from Svi (s).

In Eq. 6.6, tR is the time at which a specific, identifiable portion of the signal 
is received; this is often derived from the reference clock at a particular sample 
time. The tTi is calculated from the code accumulator, with reference to the 
GNSS system time encoded in the broadcast (i.e., Z-count for GPS), which is 
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the time that same portion of the signal was transmitted, that is currently being 
correlated in the code tracking loop for Sv i. The GNSS propagation constant 
is essentially the speed of light (2.99792458 × 108 m/s), as defined in the GNSS 
Interface Specification [21]. It is important to note that tR is measured accord-
ing to the receiver clock, which may have a large time error, which is one of 
the reasons why the code phase measurement produced by the receiver is 
called a pseudorange rather than a range measurement. Additionally, the raw 
pseudorange measurement will also contain the transmitter clock error, but 
this can largely be removed by applying the Sv transmitter clock error cor-
rections encoded in the broadcast.

Figure 6.10 shows the pseudorange measurement concept with four GNSS 
satellites. The raw pseudorange measurements are simultaneous snapshots at 
time tR of the states of the received codes from the illustrated four satellites. 
This is accomplished indirectly by observation of the receiver’s locally gener-
ated code state from each code tracking loop. The code state is a real number 
(whole and fractional chips since the last code epoch interval or the GNSS 
reference time for a long PRN code that has not repeated since the last GNSS 
reference time). For example, for the GPS C/A-code, the code state will be in 
the interval (0, 1023), and this will be added to the C/A-code epochs (i.e., 
multiples of 1-ms C/A-code epochs) within a subframe to get back to the edge 
of the GPS subframe, where the GPS subframe reference time is encoded as 
the Z-count (1.5-s x1 epochs). For a long PRN code that does not repeat since 
the GNSS reference time (e.g., GPS Z-count), the code accumulator (and 
hence code state) will represent the whole and fractional chips since the GPS 
reference time. In Fig. 6.10, the time of epoch edge to each Sv i, (tei) represents 

Fig. 6.10 Pseudorange measurement concept.
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the time at the last code epoch edge (i.e., the beginning of the code state count 
[integer and fraction]). Thus, the time of transmission can be calculated as 
shown in Eq. 6.7:

 t t
X
R

i ei
ei

T
c

= − ,  (6.7)

where

tei = time of epoch edge (s)
Xei = code state count (real number)
Rc = rate of code (1/s).

6.4.3.1  Pseudorange  Positioning  Equations  If pseudorange measure-
ments can be made from at least four GNSS satellites, enough information 
exists to solve for the unknown GNSS user position (X, Y, Z) and for the 
receiver clock error Cb (often called the user receiver clock bias), expressed 
in units of meters. The equations are set up by equating the measured pseu-
dorange (ρi) to each satellite i with the corresponding unknown user-to-
satellite distance, plus the distance error due to receiver clock bias as shown 
in Eq. 6.8:

 ρi i i ix X y Y z Z C= +( ) + +( ) + +( ) +2 2 2
b m),(  (6.8)

where ρi denotes the measured pseudorange of the ith satellite whose position 
in earth-centered, earth-fixed (ECEF) coordinates at tTi is (xi, yi, zi) and i = 1, 
2, 3 up to n, where n ≥ 4 is the number of satellites observed. The unknowns 
in this nonlinear system of equations are the user position (X, Y, Z) in ECEF 
coordinates and the receiver clock bias Cb.

6.4.4 Measurements Using Carrier Phase

Although pseudorange measurements using the code are the most commonly 
employed because they provide an unambiguous range measurement, a much 
higher level of measurement precision can be obtained by measuring the 
received carrier phase of the GNSS signal. Because the carrier waveform  
has a very short period (6.35 × 10−10 s [or 19.0 cm] at the L1 frequency), the 
noise-induced error in measuring signal delay by means of phase measure-
ments is typically 10–100 times smaller than that encountered in code delay 
measurements.

However, carrier phase measurements are highly ambiguous because phase 
measurements are simply modulo 2π numbers. Without further information, 
such measurements determine only the fractional part of the pseudorange 
when measured in carrier wavelengths. Additional processing is required to 
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effectively remove the carrier cycle ambiguity in the carrier phase measure-
ments. This process is often referred to as carrier cycle ambiguity resolution, 
which determines and/or removes ambiguous integer number of wavelengths 
in the carrier phase measurement. The relation between the ambiguous carrier 
phase and the unambiguous pseudoranges can be expressed as Eq. 6.9:

 ρ φ λi i iN= +( ) ,  (6.9)

where

ρi = code phase measurement, that is, pseudorange (m)
ϕi = carrier phase measurement (cycles)
Ni = carrier cycle ambiguity (integer)
λ = carrier wavelength (m).

The measurements required for the determination of the Ni carrier cycle 
ambiguities are most often differential in nature and may be from single  
or multifrequency GNSS measurements. Since the code measurements are 
unambiguous, they significantly narrow the range of admissible integer values 
for the Ni. Differential techniques significantly help mitigate common system-
atic errors. Additionally, measurements made on two or more GNSS frequen-
cies can help improve the speed and robustness of the carrier cycle ambiguity 
process. For example, for GPS, the L1 and L2 signals can be used to obtain  
a virtual carrier frequency equal to the difference of the two carrier frequen-
cies (1575.42 − 1227.60 = 347.82 MHz). This combination is often referred 
to as the GPS wide-lane solution. The 86.3-cm wavelength of this virtual 
carrier thins out the density of carrier cycle ambiguities by a factor of about 
4.5, making the ambiguity resolution process much more robust. Single-
frequency, various code and carrier combinations, and triple-frequency tech-
niques can be implemented with various performance advantages in terms of 
accuracy, speed, integrity, and robustness of the ambiguity solution [2, 22]. A 
popular technique is the least-squares ambiguity decorrelation adjustment 
(LAMBDA) method [23]. The LAMBDA method decorrelates the double-
difference measurements to enable a more efficient search for the carrier 
cycle ambiguities.

In GNSS receivers, the carrier phase is usually measured by sampling the 
phase of the locally generated carrier signal in the carrier tracking loop. In 
most receivers, this locally generated signal is the carrier NCO that tracks the 
phase of the incoming signal at an IF. The signal phase is preserved when the 
incoming signal is frequency down-converted. The carrier NCO is designed to 
provide a digital output of its instantaneous phase (or frequency) in response 
to a sampling signal. Phase-based measurements are made by simultaneously 
sampling at time tR the phases of the carrier NCOs tracking the various satel-
lites signals. As with all receiver measurements, the reference for the phase 
measurements is the receiver’s clock reference oscillator.
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6.4.5 Carrier Doppler Measurement

Measurement of the received carrier frequency provides information that can 
be used to determine the velocity vector of the user. Although this could be 
done by forming differences of code-based position estimates, frequency mea-
surement is inherently much more accurate and has faster response time in 
the presence of user dynamics. The equations relating the measurements of 
Doppler shift to the user velocity are shown in Eq. 6.10:

 f fdi i i i b= ⋅ − ⋅( ) +v u v u
1
λ

( ),Hz  (6.10)

where

v = user velocity vector (m/s)
ui = unit vector pointing from user to Sv i (unitless)
vi = Sv i velocity vector (m/s)
λ = carrier wavelength (m)
fb = user receiver clock frequency error (Hz).

In Eq. 6.10, the unknowns are the user velocity vector (v) and the receiver 
reference clock frequency error (fb), and the known quantities are the carrier 
wavelength, the measured Doppler shifts fdi, satellite velocity vectors vi, and 
unit satellite direction vectors ui for each satellite index i. The unit vectors ui 
are determined by computing the user-to-ith satellite displacement vectors ri 
and normalized to unit length as shown in Eq. 6.11:
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 (6.11)

In the expressions of Eq. 6.11, the ith satellite position (xi, yi, zi) at time tTi is 
computed from the ephemeris data, and the user position (X, Y, Z) can be 
determined from the user position solution of the basic positioning equations 
using the unambiguous code.

In GNSS receivers, the Doppler measurements fdi are usually derived by 
sampling the frequency setting of the carrier NCO that tracks the phase of the 
incoming signal. An alternate method is to count the output cycles of the 
carrier NCO over a relatively short time period, perhaps 1 s or less. However, 
in either case, the measured Doppler shift is not the raw measurement itself 
but the deviation from what the nominally carrier NCO measurement would 
be without any signal Doppler shift, assuming that the receiver reference clock 
oscillator had no error.
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6.4.6 Integrated Doppler Measurements

Integrated Doppler can be defined as the number of carrier cycles of Doppler 
shift that have occurred in a given interval (t0, t). For the ith satellite, the rela-
tion between integrated Doppler Fdi and Doppler shift fdi is given by Eq. 6.12:

 F t f dtdi di

t

t

( ) = ∫
0

.  (6.12)

However, accurate calculation of integrated Doppler according to this rela-
tion would require that the Doppler measurement be a continuous function 
of time. Instead, GNSS receivers use the output of the carrier NCO in the 
carrier tracking loop shown previously in Fig. 6.9. As shown in the carrier 
tracking loop of Fig. 6.9, the carrier loop error signal is filtered by the carrier 
loop filter (with optional aiding) and then applied to the carrier NCO. (The 
nominal carrier rate [scaled to IF] is commanded by the channel processing 
and command function.) The incremental carrier NCO increments are accu-
mulated, and the number of whole carrier cycles (Ncc) that have occurred since 
initial time can then be counted directly, and the fractional cycles (ϕcc) are 
determined. Thus, the integrated Doppler measurement in a GNSS receiver is 
the addition of the whole carrier cycles plus the fractional cycle since initializa-
tion. (The carrier phase integration [a.k.a. accumulation] is similar to the code 
accumulation performed to determine the time of transmission.) Thus, the raw 
integrated Doppler measurement (a.k.a., carrier phase measurements) can be 
represented as shown in Eq. 6.13:

 φ φi i iN= +( )cc cc cycles),, , (

where

Ncc,i = whole carrier cycle (cycles)
ϕcc,i = fractional carrier phase cycles (cycles),

and

 Φi i= φ λ ( ),m  (6.13)

where

λ = carrier wavelength (m).

Since the integrated Doppler measurements are ambiguous, they can be  
produced as arbitrary numbers or scaled to “look like” measurements on  
the order of the unambiguous pseudorange measurements. Additionally, the  
integrated Doppler measurements can be reported in units of (cycles) or  
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multiplied by the respective wavelength and reported in units of meters, as 
shown in the lower half of Eq. 6.13. (Note that the carrier wavelength is the 
nominal GNSS wavelength and does not include any Doppler for the respec-
tive Sv i.)

Integrated Doppler measurements have several uses:

1. Accurate Measurement of Receiver Displacement over Time. The motion 
of the receiver causes a change in the Doppler shift of the incoming 
signal. Thus, by counting carrier cycles to obtain integrated Doppler, 
precise estimates of the change in position (delta position) of the user 
over a given time interval can be obtained. The error in these estimates 
is much smaller than the error in establishing the absolute position using 
the code measurements. Often these types of measurements are referred 
to as delta pseudorange measurements and are shown in Eq. 6.14, based 
on code phase and carrier phase, integrated Doppler measurements:
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 (6.14)

The capability of accurately measuring changes in position is used 
extensively in real-time kinematic application with differential GNSS. In 
RTK-type surveying applications, the user needs to determine the loca-
tions of many points in a given area with great accuracy (perhaps to 
within a few centimeters). When the receiver is first turned on, it may 
take a relatively long time to acquire the satellites, to make both code 
phase and carrier phase measurements, and to resolve carrier phase 
ambiguities so that the location of the first surveyed point can be deter-
mined. However, once this is done, the relative displacements of the 
remaining points can be found very rapidly and accurately by transport-
ing the receiver from point to point while it continues to make integrated 
Doppler measurements. Most often these are done in a differential sense, 
and the carrier cycle ambiguities that are indeed solved for are the 
double-difference (or differenced) ambiguities.

2. Positioning Based on Received Signal Phase Trajectories. In another 
form of differential GPS, a fixed receiver is used to measure the inte-
grated Doppler function, or phase trajectory curve, from each satellite 
over relatively long periods of time (perhaps 5–20 min). The position of 
the receiver can be determined by solving a system of equations relating 
the shape of the trajectories to the receiver location. The accuracy of this 
positioning technique, typically within a few decimeters, is not as good 
as that obtained by resolving the carrier cycle ambiguities but has the 
advantage that there is no phase ambiguity. Some handheld GPS receiv-



THEORETICAL CONSIDERATIONS 231

ers employ this technique to obtain relatively good positioning accuracy 
at low cost.

3. Carrier Rate Aiding for the Code Tracking Loop. In the code tracking 
loop, proper code alignment is achieved by using observations of the loop 
error signal to determine whether to advance or retard the state of the 
otherwise free-running receiver-generated code replica. Because the 
error signal is relatively noisy, a narrow loop bandwidth is desirable to 
maintain good pseudorange accuracy. However, this degrades the ability 
of the loop to maintain accurate tracking in applications where the 
receiver is subject to substantial accelerations. The difficulty can be sub-
stantially mitigated with carrier rate aiding, in which the primary code 
advance/retard commands are not explicitly derived from the code dis-
criminator (early–late correlator) error signal but instead are primarily 
derived from the Doppler-induced accumulation of carrier cycles in the 
integrated Doppler function. For example, with the GPS C/A-code, there 
are 1540 carrier cycles per C/A-code chip, so the code will therefore be 
advanced by precisely one chip for every 1540 cycles of accumulated 
count of integrated Doppler. The advantage of this approach is that, even 
in the presence of dynamics, the integrated Doppler can track the 
received code rate very accurately. As a consequence, the error signal 
from the code discriminator is largely “decoupled” from the dynamics 
and can be used for very small and infrequent adjustments to the code 
generator.

4. Postcorrelation Carrier Smoothing of the Code Measurement. After the 
pseudorange and carrier phase measurements have been produced, the 
code measurements can be smoothed by the carrier phase measurements 
[24]. Smoothing time will be limited (e.g., <100 s) for single-frequency 
GNSS users but can be extended substantially for multifrequency users 
[3, 25].

6.5 THEORETICAL CONSIDERATIONS IN PSEUDORANGE, 
CARRIER PHASE, AND FREQUENCY ESTIMATIONS

In a GNSS receiver, the measurement error will be limited by thermal noise 
so it is useful to know the best performance that is theoretically possible in its 
presence (without additional error sources). Theoretical bounds on errors in 
estimating code-based and carrier-based measurements, as well as in Doppler 
frequency estimates, have been developed within a branch of mathematical 
statistics called estimation theory. Using estimation theory, an estimation 
approach called the method of maximum likelihood (ML) can often approach 
theoretically optimum performance. ML estimates of pseudorange, carrier 
phase, and frequency are unbiased, which means that the expected value of 
the error due to random noise is zero.
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An important lower bound on the error variance of any unbiased estimator 
is provided by the Cramer–Rao bound, and any estimator that reaches this 
lower limit is called a minimum-variance unbiased estimator (MvUE). It can 
be shown that at the typical SNRs encountered in GNSS, ML estimates of 
code-based pseudorange, carrier-based measurements, and carrier frequency 
are all MvUEs. Thus, these estimators are optimal in the sense that no unbi-
ased estimator has a smaller error variance [26].

6.5.1 Theoretical Error Bounds for Code Phase Measurement

As shown in Eq. 6.15, the ML estimate τML of signal delay based on code 
measurements is obtained by maximizing the cross correlation of the received 
code crec(t) with a reference code cref(t) that is an identical replica (including 
bandlimiting) of the received code, where (0, T) is the signal observation 
interval:

 τ τ
τ

ML rec ref

0

= ( ) −( )∫max ,c t c t dt
T

 (6.15)

where

crec (t) = received code
cref (t − τ) = reference code.

Here we assume coherent processing for purposes of simplicity. This estimator 
is an MvUE, and it can be shown that the error variance of τML (which equals 
the Cramer–Rao bound) is expressed in Eq. 6.16:
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This is a fundamental relation that in temporal terms states that the error 
variance is proportional to the power spectral density N0 of the noise and is 
inversely proportional to the integrated square of the derivative of the received 
code waveform. It is generally more convenient to use an expression for the 
standard deviation, rather than the variance, of delay error, in terms of the 
bandwidth of the code. For the GPS C/A-code, this standard deviation can be 
calculated as a function of the C/N0, bandwidth, and integration time as shown 
in Eq. 6.17 [27]:

 στML = ×
( )
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C N WT
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The expression in Eq. 6.17 assumes that the received code waveform has been 
bandlimited by an ideal low-pass filter with one-sided bandwidth W. The signal 
observation time is denoted by T, and C/N0 is the ratio of power in the code 
waveform to the one-sided power spectral density of the noise. A similar 
expression is obtained for the error variance using the GPS P(y)-code, except 
the numerator is 10  times smaller.

Figure 6.11 shows the theoretically achievable pseudoranging standard 
deviation error using the GPS C/A-code as a function of signal observation 
time for various C/N0 values. The error is surprisingly small if the code band-
width is sufficiently large. As an example, for a moderately strong signal with 
C/N0 = 31, 623 (45 dB-Hz), a bandwidth W = 10 MHz, and a signal observation 
time of 1 s, the standard deviation of the ML delay estimate obtained from Eq. 
6.17 is about 6.2 × 10−10 s, corresponding to 18.6 cm after multiplying by the 
speed of light.

6.5.2 Theoretical Error Bounds for Carrier Phase Measurements

At typical GNSS SNRs, the ML estimate τML of signal delay using the carrier 
phase is an MvUE, and the error standard deviation can be expressed as  
Eq. 6.18:

 σ
π

τML

c

=
( )
1

2 2 0f C N T/
.  (6.18)

Fig. 6.11 Theoretically achievable C/A-code pseudorange error.
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In Eq. 6.18 the GNSS carrier frequency is represented as fc, and C/N0 and T 
are the same as described for Eq. 6.17. Figure 6.12 shows the theoretically 
achievable carrier phase standard deviation error at the L1 frequency as a 
function of signal observation time for various C/N0 values. This result is also 
reasonably accurate for a carrier tracking loop if T is set equal to the recipro-
cal of the loop bandwidth. As an example of the much greater accuracy of 
carrier phase measurement compared with code pseudorange measurement, 
a signal at C/N0 = 45 dB-Hz observed for 1 s can theoretically yield an error 
standard deviation of 4 × 10−13 s, which corresponds to only 0.12 mm. However, 
typical errors of 1–3 mm are experienced in most receivers as a result of 
random phase jitter in the reference oscillator.

6.5.3 Theoretical Error Bounds for Frequency Measurement

The ML estimate τML of the carrier frequency is also an MvUE, and its error 
standard deviation can be expressed as Eq. 6.19:

 σ
π

τML =
( )

3

2 2
0

3C N T/
.  (6.19)

Figure 6.13 shows the theoretically achievable frequency estimation error as 
a function of signal observation time for various C/N0 values. A 1-s observation 

Fig. 6.12 Theoretically achievable carrier phase measurement error.
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of a despread GNSS carrier with C/N0 = 45 dB-Hz yields a theoretical error 
standard deviation of about 0.002 Hz, which could also be obtained with a 
phase tracking loop having a bandwidth of 1 Hz. As in the case of phase esti-
mation, however, phase jitter in the receiver reference oscillator yields fre-
quency error standard deviations from 0.05 to 0.1 Hz.

6.6 HIGH-SENSITIVITY A-GPS SYSTEMS

Over the last decade, a significant amount of emphasis and development has 
been made in the area of high-sensitivity GPS receivers for use in poor signal 
environments. More generally, such receivers can be designed and used with 
any GNSS, such as the GLONASS and Galileo. A major application is incor-
poration of such receivers in cell phones, thus enabling a user to automatically 
transmit its location to rescue authorities in emergency 911 (E-911) calls. The 
utility of using GPS for such E-911 applications has been facilitated by the 
removal of selective availability (SA) to GPS on May 1, 2000 and the United 
States mandated accuracies put into law by the U.S. Congress to support E-911 
[28, 29]. Such a receiver must be able to reliably operate deep within buildings 
or heavy vegetation, which severely attenuates the GPS signals.

In order to achieve the reliable and rapid positioning for such applications, 
assisting data from a BS receiver (the server) at a location having good signal 

Fig. 6.13 Theoretically achievable frequency estimation error.
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reception are sent to the user’s MS receiver (the client). The assisting data can 
include BS location, satellite ephemeris data, the demodulated navigation data 
bit stream, frequency calibration data, and timing information. In addition, the 
BS can provide pseudorange and/or carrier phase measurement information 
that enable differential operation. The assisting data can be transmitted via a 
cell phone or other radio links. In some cases, the assisting information can be 
transmitted over the Internet and relayed to a cell phone via a local-area wire-
less link, or the cellular network directly. Significant effort has gone into 
developing standards and formats to support A-GPS for cellular network and 
handset providers. These efforts have been coordinated by the 3rd Generation 
Partnership Project (3GPP) [8].

Assistance data cannot only increase the sensitivity of the client receiver 
but can also significantly reduce the time required to obtain a position solu-
tion. A typical stand-alone GPS receiver can acquire signals down to about 
−145 dBm and might require a minute or more to obtain a position from a cold 
start. On the other hand, high-sensitivity A-GPS receivers are currently being 
produced by a number of major manufacturers who are claiming sensitivities 
in the −155- to −165-dBm range and a cold start TTFF as low as 1 s [30]. To 
gain the required sensitivity and processing speed, A-GPS receivers usually 
capture several seconds of received signals in a memory that can be accessed 
at high speed to facilitate the signal processing operations.

6.6.1 How Assisting Data Improves Receiver Performance

6.6.1.1  Reduction of Frequency Uncertainty  To achieve rapid positioning, 
the range of frequency uncertainty in acquiring the satellites at the client 
receiver must be reduced as much as practicable in order to reduce the search 
time. Reducing the number of searched frequency bins also increases receiver 
sensitivity because the acquisition false-alarm rate is reduced. Two ways that 
frequency uncertainty can be reduced are as follows:

1. Transmission of Doppler Information. The server can accurately calcu-
late signal Doppler shifts at its location and transmit them to the user. 
For best results, the user must either be reasonably close to the server’s 
receiver or must know its approximate position to avoid excessive 
uncompensated differential Doppler shift between server and client. For 
cellular applications, the BS to MS distance is usually within a couple of 
miles and this Doppler estimate is sufficiently accurate.

2. Transmission of a Frequency Reference. If only Doppler information is 
transmitted to the user, the frequency uncertainty of the client receiver 
local oscillator still remains an obstacle to rapid acquisition. Today’s 
technology can produce oscillators that have a frequency uncertainty 
on the order of 1 ppm at a cost low enough to permit incorporation into 
a consumer product such as a cell phone. Even so, at the GNSS L1 
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frequency, 1 ppm translates into about ±1575 Hz of frequency uncer-
tainty. Thus, even with an accurate Doppler estimate from the BS, the 
MS must search over this frequency uncertainty induced by the receiv-
er’s reference oscillator. Once the first satellite is acquired, the local 
oscillator offset can be determined (using the accurate Doppler esti-
mate from the BS), and the frequency uncertainty in searching for the 
remaining satellites can thereby be reduced to a small value. To remedy 
the problem of acquiring the first satellite in a sufficiently short time, 
some A-GPS implementations use an accurate frequency reference 
transmitted from the server to the client, in addition to satellite Doppler 
measurements. However, this requirement complicates the design of the 
server-to-client communication system and is undesirable when trying 
to use an existing communication system for assisting purposes. If the 
communication system is a cell phone network, every cell tower would 
need to transmit a precise frequency reference or encode this timing 
into a message.

6.6.1.2  Determination of Accurate Time  In order to obtain accurate pseu-
doranges, a conventional GPS receiver obtains time information from the 
navigation data message that permits the precise GPS time of transmission of 
any part of the received signal to be determined at the receiver. When a group 
of pseudorange measurements is made, the time of transmission from each 
satellite is used for two purposes: (1) to obtain an accurate position of each 
satellite at the time of transmission and (2) to compute the pseudorange by 
computing the difference between signal reception time (according to the 
receiver clock) and transmission time, as shown previously in Eq. 6.6.

In order to obtain time information from the received GPS signal, a con-
ventional receiver must go through the steps of acquiring the satellite signal, 
tracking it in code phase and carrier phase with a PLL to form a coherent 
reference for data demodulation, achieve bit synchronization, demodulate the 
data, achieve frame synchronization, locate the portion of the navigation 
message that contains the GPS system time information (i.e., Z-count), and 
finally, continue to keep track of time (usually by counting code epochs as they 
are received).

However, it is desirable to avoid these numerous and time-consuming steps 
in a positioning system that must reliably obtain a position within several 
seconds of startup in a weak-signal environment. Because the legacy naviga-
tion data message encodes GPS time information only once per 6-s subframe, 
the receiver may have to wait a minimum of 6 s to obtain it (additionally, more 
time is needed to phase-lock to the signal and to achieve bit and frame syn-
chronization). Furthermore, if the signals are below about −154 dBm, demodu-
lation of the navigation data message has an error rate that may preclude the 
reading of time from the signal.

If the position of the client is known with sufficient accuracy (even within 
100 km), it is possible to resolve the difference in times of transmission. This 
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is possible because the times of transmission of the C/A-code epochs are 
known to be integer multiples of 1 ms according to Sv time (which can be 
corrected to GPS time using slowly changing time correction data sent from 
the server). This integer ambiguity in differences of time transmission is 
resolved by using approximate ranges to the satellites, which are calculated 
from the approximate position of the client and insertion of approximate time 
into satellite ephemeris data sent by the server to the client. For this purpose, 
the accuracy of the approximated time needs to be sufficiently small to avoid 
excessive uncertainty in the satellite positions. Generally, a time accuracy of 
better than 10 s will suffice for this purpose.

Once the ambiguity of the differences in transmission times has been 
resolved, accurate positioning is possible if the positions of the satellites at 
transmission time are known with an accuracy comparable to the positioning 
accuracy desired.

However, since the satellites are moving at a tangential orbital velocity of 
approximately 3800 m/s, the accuracy in knowledge of signal transmission time 
for the purpose of locating the satellites must be significantly more accurate 
than that required for the ambiguity resolution previously described.

Most weak-signal A-GPS rapid positioning systems obtain the necessary 
time accuracy for locating the satellites by using time information transmitted 
from the server. It is important to recognize that such time information must 
be in “real time”; that is, it must have a sufficiently small uncertainty in latency 
as it arrives at the client receiver. For example, a latency uncertainty of 0.1 s 
could result in a satellite position error of 380 m along its orbital path, causing 
a positioning error of the same order of magnitude. Transmission of time from 
the server with small latency uncertainty has an impact on the design of the 
server-to-client communication system such as cellular networks, to provide 
A-GPS positioning services.

6.6.1.3  Transmission of Satellite Ephemeris Data  Due to the structure of 
the GPS legacy navigation message, up to 36 s (i.e., 2 x the first three subframes, 
worst case) is required for a stand-alone GPS receiver to obtain the ephemeris 
data necessary to determine the position of a satellite. This delay is undesirable 
in emergency applications. Furthermore, in indoor operation, the signal is 
likely to be too weak to demodulate the ephemeris data. The problem is solved 
if the server transmits the data to the client via a high-speed communication 
link. The Internet can even be used for this purpose if the client receiver has 
access to a high-speed Internet connection or the network provider can provide 
this information directly using the A-GPS standard messaging [8].

6.6.1.4  Provision  of Approximate  Client  Location  Some servers (e.g., a 
cell phone network) can transmit the approximate position of the client 
receiver to the user. As mentioned previously, this information can be used to 
resolve the ambiguity in times of signal transmission from the satellites.
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6.6.1.5  Transmission of the Demodulated Navigation Bit Stream  The ulti-
mate achievable receiver sensitivity is affected by the length of the signal 
capture interval and the presence of navigation data modulation on the GPS 
signal.

Fully Coherent Processing If the GPS signal were modulated only by the 
C/A-code and contained no navigation data modulation, maximum theoreti-
cally possible acquisition sensitivity would result from fully coherent delay and 
Doppler processing. In this form of processing, the baseband signal in the 
receiver is frequency-shifted and precession-compensated in steps (frequency 
bins), and for each step, the signal is cross correlated with a replica of the 
C/A-code spanning the entire signal observation interval. Alternatively, the 
1-ms periods of the C/A-code could be synchronously summed prior to cross 
correlation.

However, the presence of the 50-bps navigation data modulation precludes 
the use of fully coherent processing over signal capture intervals exceeding 
20 ms unless some means is available to reliably strip the data modulation from 
the signal. If the server can send the demodulated data bit stream to the client, 
the data modulation can be stripped from the user’s received signal, thus 
enabling fully coherent processing. However, the timing of the bit stream must 
be known with reasonable accuracy (within approximately 1 ms); otherwise, a 
search for time alignment must be made.

Partially Coherent Processing In the absence of a demodulated data bit 
stream from the server, a common method of dealing with the presence of 
data modulation is to coherently process the signal within each data bit inter-
val, followed by noncoherent summation of the results. Assuming that the 
timing of the data bit boundaries is available from the server, the usual imple-
mentation of this technique is to first coherently sum the 20 periods of the 
complex baseband C/A-coded signal within each data bit. For each data bit, a 
waveform is produced that contains one, 1-ms period of the C/A-code, with a 
processing gain of 10 log10 (20) = 13 dB. Each waveform is then cross correlated 
with a replica of the C/A-code to produce a complex-valued cross-correlation 
function. The squared magnitudes of the cross-correlation functions are com-
puted and summed to produce a single function spanning 1 ms, and the loca-
tion of the peak value of the function is the signal delay estimate. We shall call 
this form of processing partially coherent.

When 1 s of the received signal is observed by the user, fully coherent pro-
cessing provides approximately a 3- to 4-dB improvement over partially coher-
ent processing. It is important to note that fully coherent processing has a 
major drawback without assisted navigation data in that many more code 
delay and frequency bins must be processed, which either dramatically slows 
down processing speed or requires a large amount of parallel processing to 
maintain that speed.
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Data Detection and Removal by the Client Receiver An alternate method of 
achieving fully coherent processing is to have the client receiver detect the 
data bits and use them to homogenize the polarity of the signal, thus permit-
ting coherent processing over the full signal capture interval. In order for this 
method to be effective, the signal must be strong enough to ensure reliable 
data bit detection. Furthermore, a phase reference is needed, and it should be 
estimated using the entire signal observation. A practical technique for esti-
mating phase, which approaches theoretically optimum results, is the method 
of ML. We shall call this methodology coherent processing with data stripping, 
or simply data stripping for short. (Some refer to this as data wipe-off.) At low 
signal power levels, its performance approaches that of partially coherent 
processing, and at high signal levels, its performance approaches that of fully 
coherent processing. At first glance, it seems that data stripping might give a 
worthwhile advantage over partially coherent processing. However, it shares 
a common disadvantage with fully coherent processing in that a larger number 
of code delay and frequency bins must be processed. Additionally, when the 
navigation data changes, resulting from an ephemeris update, the data change 
must be detected and new navigation should be used.

6.6.1.6  Server-Provided Location  Some servers (e.g., a cell phone network) 
support a user solution for the MS. In these types of networks, raw measure-
ment data are collected at the MS and then these raw measurement data are 
sent to the BS. The MS still needs to synchronize the carrier and code phase 
so that valid (i.e., correlated) measurement data are available. At the BS, the 
GPS ephemeris and error mitigation data are available, and the MS user solu-
tion is calculated. The BS then transmits back to the MS its position solution 
for use. This type of approach takes the advantage of utilizing the full informa-
tion that may be available at the BS and supporting network and reduce 
computational burden on the MS.

6.6.2 Factors Affecting High-Sensitivity Receivers

In a good signal environment, a certain amount of SNR implementation loss 
is tolerable. Typical stand-alone GPS receivers for outdoor use may have total 
losses as great as 3–6 dB. However, in a high-sensitivity receiver, the mainte-
nance of every decibel of SNR is important, thus requiring attention to mini-
mizing losses that would otherwise not be of concern. The following are some 
of the more important issues that arise in high-sensitivity receiver design.

6.6.2.1  Antenna and Low-Noise RF Design  A good antenna and a low-
noise receiver RF front end are very important elements of a high-sensitivity 
receiver, the details of which were discussed in Chapter 5.

6.6.2.2  Degradation Due to Signal Phase Variations  With fully coherent 
processing over long time intervals, performance is adversely affected by signal 
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phase variations from sources including Doppler curvature due to satellite 
motion, receiver oscillator phase stability, and motion of the receiver. Doppler 
curvature can be partially predicted from assisting almanac or ephemeris data, 
but its accuracy depends on knowledge of the approximate position of the 
user. On the other hand, oscillator phase noise is random and unpredictable, 
and hence resistant to compensation (for this reason, research efforts are cur-
rently under way to produce a new generation of low-cost atomic and optical 
frequency sources). Especially pernicious is motion of a GPS receiver in the 
user’s hand. Because of the short wavelengths of GPS signals, such motion  
can cause phase variations of more that a full cycle during the time that  
the receiver is searching for a signal, thus seriously impairing acquisition 
performance.

6.6.2.3  Signal  Processing  Losses  There are various forms of processing 
loss that should be minimized in a high-sensitivity GPS receiver.

Digitization Losses due to quantization of the ADC digital output must be 
minimized. The 1-bit quantization often used in low-cost receivers causes 
almost 2 dB of SNR loss. Hence, it is desirable to use an ADC with at least 
2 bits in high-sensitivity applications.

Sampling Considerations The bandwidth of the receiver should be large 
enough to avoid SNR loss. However, this generally requires higher sampling 
rates with an attendant increase in power consumption and processing loads, 
a factor that is detrimental to low-cost, low-power consumer applications.

Correlation Losses Rapid signal acquisition drives the need for coarser quan-
tization of the correlator reference code phase during signal search. However, 
this causes correlation loss, and an acceptable tradeoff must be made. Correla-
tion loss is further exacerbated if the receiver bandwidth is made small to 
reduce the required sampling rate.

Doppler Compensation Losses One source of these losses is “scalloping loss,” 
caused by the discrete steps of the Doppler frequencies used in searching for 
the satellites. Scalloping loss can be as large as 2 dB in some receivers. Another 
source is phase quantization of the Doppler compensation, which can intro-
duce a degradation of as much as 1 dB in the simplest designs.

6.6.2.4  Multipath Fading  It is common in poor signal environments, espe-
cially indoors, for the signal to have large and/or numerous multipath compo-
nents. In addition to causing pseudorange and carrier phase biases, multipath 
can significantly reduce receiver sensitivity when phase cancellation of the 
signal occurs.

6.6.2.5  Susceptibility to Interference and Strong Signals  As receiver sen-
sitivity is decreased (i.e., gets more sensitive), so does the susceptibility to 
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various forms of interference. Although this is seldom a problem with receivers 
of normal sensitivity, in a high-sensitivity receiver, steps must be taken to 
prevent erroneous acquisition of lower-level PRN code correlation sidelobes 
from both desired and undesired satellite signals.

6.6.2.6  The Problem of Time Synchronization  In an A-GPS architecture 
designed for rapid positioning (within a few seconds) using weak signals, the 
user’s receiver does not have time to read the unambiguous GPS time from 
the received signal itself. The need for the BS to transmit to the user low-
latency time accurate enough to estimate the positions of the satellites is a 
limiting factor.

6.6.2.7  Difficulties  in  Reliable  Sensitivity  Assessment  Realistic assess-
ment of receiver sensitivity is a challenging task. At the extremely low signal 
levels for which a high-sensitivity receiver has been designed, laboratory signal 
generators often have signal leakage, which causes the signal levels to be 
higher than indicated by the generator. For this and other reasons, care must 
be taken in the test and evaluation of high-sensitivity receivers to accurately 
measure their true sensitivity.

6.7 SOFTWARE-DEFINED RADIO (SDR) APPROACH

At the time GPS receivers were first developed in the mid-1970s, most were 
full 19-in. rack mounted units that contained analog components. It was not 
until the late 1970s and early 1980s when the first all-digital receiver was 
manufactured [31]. As technology advanced, the use of application-specific 
integrated circuit (ASIC) and microprocessors found application in most 
GNSS receiver designs. Indeed, today, most GNSS receivers and/or chip sets 
are a combination of ASIC and/or microprocessor-based semiconductor 
devices. These types of GNSS receiver architectures provide a cost-effective 
solution, in a small form factor with low power consumption. One disadvan-
tage of these popular configurations is the flexibility in controlling certain 
aspects of the signal processing of the GNSS signals for advanced users. A 
more flexible GNSS architecture has emerged that is called an SDR approach. 
While it is true that all-digital GNSS receivers in operation today operate on 
some form of software, defined by the design programmer, the distinguishing 
feature in SDRs is that the user can control and program the details of the 
GNSS receiver’s operation. SDRs typically operate on digitized GNSS signal 
samples. Most often, an RF front end is utilized and digital IF samples are 
processed by the SDR as illustrated in Fig. 6.1. An SDR can operate utilizing 
a microprocessor, a field-programmable gate array, or a processor commonly 
found in a personnel computer. Research in user-defined SDR materialized in 
the mid-1990s [12] and a limited number of SDR products are commercially 
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available today [32]. Most SDRs today are used as research and/or develop-
ment tools.

6.8 PSEUDOLITE CONSIDERATIONS

Pseudolites (i.e., pseudosatellites) have been used in GNSS for a variety of 
limited applications. For new GNSS development, pseudolites can provide the 
range source before Svs can be launched into space. Such a system was used 
in the initial development of the GPS and was dubbed an “inverted range” 
[33]. For indoor or underground applications, pseudolites can provide a ranging 
source where GNSS Sv signals cannot be received. Pseudolites can also have 
some utility to augment a GNSS when enough Sv signals are not available 
due to signal availability [34].

Some apparent advantages of pseudolites are their availability since they 
are typically ground based (vice space based), their increased power available 
(since they are closer to the user) compared to an Sv, and their geometric 
relationship to the user (where they are typically in a location where an Sv is 
not, and thereby help the dilution of precision in the user solution). However, 
each of these attributes come with some impact on the GNSS receiver and 
other nonparticipating GNSS users that must be dealt with.

Although the signal level received from GNSS Svs is relatively weak, one 
advantage is that they are all received at approximately the same power level 
(e.g., −130 dBm ± 6 dB or so), where signal power level variations largely come 
from receiving the Sv at different aspect angles. Typically, the processing gain 
of the code-division multiple access (CDMA) spreading code used to encode 
the GNSS signal can accommodate this power level variation without detri-
mental effects.

As for the pseudolite (PL), the power received can vary much more dra-
matically, depending upon application geometry and antenna pattern gains. 
This is mainly due to the spatial loss factor in propagation that varies as a 
factor of (λ/4πR)2, where λ is the carrier wavelength and R is the range 
between the transmitter and the receiver. Usually, in pseudolite applications, 
the dynamic range (up to 50 dB or so from 80 m to 20 nmi [35]) needed to 
support the application exceeds the processing gain of the CDMA spreading 
code used. When the dynamic range of the application exceeds the processing 
gain of the CDMA code, interference can occur [36]. The interference that one 
code (at a strong power level) causes to another code (at a weak power level) 
in the correlation process is called the near–far problem. To mitigate these 
effects, pulsing the PL signal at a low duty cycle will minimize these effects on 
nonparticipating GNSS users [37]. Since most CDMA GNSS receivers can 
tolerate low duty cycle pulsed interference, they can continue to operate with 
minimal effect. These nonparticipating GNSS receivers will, however, see a 
slight reduction in their C/N0, resulting from some GNSS code chips being lost 
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in the correlation process. Pseudolites based on the GPS C/A are limited by 
the eventual processing gain and cross-correlation performance of the code. 
Improvements over a C/A-code-based pseudolite can be gained by using a 
more random code (i.e., wideband [WB] PL [38]).

As the duty cycle of a pulsed pseudolite signal is decreased to minimize its 
effects on nonparticipating GNSS users, the peak power of the transmitter 
typically needs to be increased to maintain the same operational range for  
the pseudolite link (without explicit steps being taken in the GNSS/pseudolite 
receiver). This, along with the large dynamic range requirement, can cause 
saturation effects in the GNSS/pseudolite receiver. Saturation in the RF front 
end (mainly the mixer) and at the digital ADC level can produce measurement 
biases [39]. Mitigation of these effects can be done by RF AGC (depicted in 
Fig. 6.1) [35].

Since the pseudolite is often placed on the ground, source (i.e., ground) 
multipath can be a substantial error source for code-based PL applications. 
This can also be the case for indoor, tunnel, or underground applications of 
PL systems. To help mitigate these source-induced multipath errors, an 
advanced multipath limiting antenna (MLA) can be used [35].

While code-based pseudolite systems provide an unambiguous pseudor-
ange, to avoid the code-based multipath and power bias, carrier phase-based 
pseudolite systems that rely heavily on the carrier phase measurements have 
been demonstrated. These types of solution techniques either solve for and 
remove the carrier cycle ambiguity for an absolute position [40, 41] or use a 
relative, that is, triple difference carrier phase user solution, initialized from 
an identifiable code-based user solution state (i.e., position) [38].

PROBLEMS

6.1 An ultimate limit on the usability of weak GPS signals occurs when the 
bit error rate (BER) in demodulating the 50-bps navigation message 
becomes unacceptably large. Find the signal level in dBm at the output of 
the receiver antenna that will give a BER of 10−5. Assume an effective 
receiver noise temperature of 513 K, and that all signal power has been 
translated to the baseband I channel with optimal demodulation (integra-
tion over the 20-ms bit duration followed by polarity detection).

6.2 Support the claim that a 1-bit ADC provides an essentially linear response 
to a signal deeply buried in Gaussian noise by solving the following 
problem. Suppose that the input signal sin to the ADC is a DC voltage 
embedded in zero-mean additive Gaussian noise n(t) with standard devia-
tion σin, and that the power spectral density of n(t) is flat in the frequency 
interval (–W, W) and zero outside the interval. Assume that the 1-bit ADC 
is modeled as a hard limiter that outputs a value vout = 1 if the polarity of 
the signal plus noise is positive and vout = −1 if the polarity is negative. 
Define the ADC output signal sout by Eq. 6.20:
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 s E vout out= [ ],  (6.20)

where E denotes expectation, and let σout be the standard deviation of the 
ADC output. The ADC input signal-to-noise ratio SNRin and output 
signal-to-noise ratio SNRout can then be defined by Eq. 6.21:
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where sout and σout, respectively, are the expected value and the standard 
deviation of the ADC output. Show that if sin << σin, then sout = Ksin, where 
K is a constant, and
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Thus, the signal component of the ADC output is linearly related to the 
input signal component, and the output SNR is about 2 dB less than that 
of the input.

6.3 Some GPS receivers directly sample the signal at an IF instead of using 
mixers for the final frequency shift to baseband. Suppose that you wish to 
sample a GPS signal with a bandwidth of 1 MHz centered at an IF of 
3.5805 MHz. What sampling rates will not result in frequency aliasing? 
Assuming that a sampling rate of 2.046 MHz was used, show how a digi-
tally sampled baseband signal could be obtained from the samples.

6.4 Instead of forming a baseband signal with I and Q components, a single-
component baseband signal can be created simply by multiplying the 
incoming L1 (or L2) carrier by a sinusoid of the same nominal frequency, 
followed by low-pass filtering. Discuss the problems inherent in this 
approach. (Hint: Form the product of a sinusoidal carrier with a sinusoidal 
local oscillator signal; use trigonometric identities to reveal the sum and 
difference frequency components, and consider what happens to the dif-
ference frequency as the phase of the incoming signal assumes various 
values.)

6.5 Write a computer program using MATLAB®, C or another high-level 
language that produces the GPS 1023-chip C/A-code used by satellite Sv1. 
The code for this satellite is generated by two 10-stage shift registers called 
the GI and G2 registers, each of which is initialized with all 1 s. The input 
to the first stage of the G 1 register is the exclusive OR of its 3rd and 10th 
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stages. The input to the first stage of the G2 register is the exclusive OR 
of its 2nd, 3rd, 6th, 8th, 9th, and 10th stages. The C/A-code is the exclusive 
OR of stage 10 of Cil, stage 2 of 62, and stage 6 of G2. you may use the 
GPS IS-200F to help you in this generation.

6.6 For high accuracy of the carrier phase measurements, the most suitable 
carrier tracking loop will be

(a) PLL with low loop bandwidth

(b) FLL with low loop bandwidth

(c) PLL with high loop bandwidth

(d) FLL with high loop bandwidth.

6.7 Which of the following actions does not reduce the receiver noise (code)?

(a) reducing the loop bandwidth

(b) decreasing the PDI

(c) spacing the early–late correlators closer

(d) increasing the signal strength.
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7.1 DATA ERRORS

Ranging errors are typically grouped into six classes:

1. Ionosphere. Errors in corrections of pseudorange measurements caused 
by ionospheric effects (free electrons in the ionosphere).

2. Troposphere. Errors in corrections of pseudorange measurements 
caused by tropospheric effects; temperature, pressure, and humidity con-
tribute to variations in the speed of light.

3. Multipath. Errors caused by reflected signals entering the receiver 
antenna.

4. Ephemeris. Ephemeris data errors in transmitted parameters in naviga-
tion messages for satellites’ true positions.

5. Satellite Clock. Clock errors in the transmitted clock data for GNSS.
6. Receiver Errors. Errors in the receiver’s measurement of range caused 

by thermal noise, software accuracy, and interchannel biases.

These are described in detail in Sections 7.2–7.8.
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7.2 IONOSPHERIC PROPAGATION ERRORS

The ionosphere, which extends from approximately 50–1000 km above the 
surface of the earth, consists of gases that have been ionized by solar radiation. 
The ionization produces clouds of free electrons that act as a dispersive medium 
for GNSS signals in which propagation velocity is a function of frequency. A 
particular location within the ionosphere is alternately illuminated by the sun 
and shadowed from the sun by the earth in a daily cycle; consequently, the 
characteristics of the ionosphere exhibit a diurnal variation in which the ioniza-
tion is usually maximum late in midafternoon and minimum a few hours after 
midnight. Additional variations result from changes in solar activity.

The primary effect of the ionosphere on GNSS signals is to change the 
signal propagation speed as compared to that of free space. A curious fact is 
that the signal modulation (the code and data stream) is delayed, while the 
carrier phase is advanced by the same amount. Thus, the measured pseudor-
ange using the code is larger than the correct value, while that using the 
carrier phase is equally smaller. The magnitude of either error is directly 
proportional to the total electron content (TEC) in a tube of 1 m2 cross 
section along the propagation path. The TEC varies spatially due to spatial 
nonhomogeneity of the ionosphere. Temporal variations are caused not only 
by ionospheric dynamics but also by rapid changes in the propagation path 
due to satellite motion. The path delay for a satellite at zenith typically varies 
from about 1 m at night to 5–15 m during late afternoon. At low elevation 
angles, the propagation path through the ionosphere is much longer, so the 
typical corresponding delays can increase to several meters at night and as 
much as 50 m during the day.

Since ionospheric error is usually greater at low elevation angles, the impact 
of these errors could be reduced by not using measurements from satellites 
below a certain elevation mask angle. however, in difficult signal environments, 
including blockage of some satellites by obstacles, the user may be forced to use 
low-elevation satellites. Mask angles of 5°–10° offer a good compromise between 
the loss of measurements and the likelihood of large ionospheric errors.

The L1-only receivers in nondifferential operation can reduce ionospheric 
pseudorange error by using a model of the ionosphere broadcast by the satel-
lites, which reduces the uncompensated ionospheric delay by about 70% on 
the average. During the day, errors as large as 10 m at midlatitudes can still 
exist after compensation with this model and can be much worse with increased 
solar activity. other recently developed models offer somewhat better perfor-
mance. however, they still do not handle adequately the daily variability of 
the TEC, which can depart from the modeled value by 25% or more.

The L1L2 receivers in nondifferential operation can take advantage of the 
dependence of delay on frequency to remove most of the ionospheric error. 
A relatively simple analysis shows that the group delay varies inversely as the 
square of the carrier frequency. This can be seen from the following model of 
the code pseudorange measurements at the L1 and L2 frequencies:
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where ρ is the error-free pseudorange, ρi is the measured pseudorange, and k 
is a constant that depends on the TEC along the propagation path. The sub-
script i = 1, 2 identifies the measurement at the L1 or L2 frequencies, respec-
tively, and the plus or minus sign is identified with respective code or carrier 
phase measurements, respectively. The two equations can be solved for both 
ρ and k. The solution for ρ for ionosphere free code pseudorange measure-
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where f1 and f2 are the L1 and L2 carrier frequencies, respectively, and ρ1and 
ρ2are the corresponding pseudorange measurements.

An equation similar to Eq. 7.2 can be obtained for carrier phase measure-
ments. however, in a nondifferential operation, the residual carrier phase 
error can be greater than either an L1 or L2 carrier wavelength, making ambi-
guity resolution difficult.

With a differential operation, ionospheric errors can be nearly eliminated 
in many applications because ionospheric errors tend to be highly correlated 
when the base and roving stations are in sufficiently close proximity. With two 
L1-only receivers separated by 25 km, the unmodeled differential ionospheric 
error is typically at the 10- to 20-cm level. At a 100-km separation, this can 
increase to as much as a meter. Additional error reduction using an iono-
spheric model can further reduce these errors by 25–50%.

7.2.1 Ionospheric Delay Model

J. A. Klobuchar’s model [1, 2] for vertical ionospheric delay in seconds is  
given by

 T A
x x

xg = + − +





≤DC for sec1
2 24 2

2 4 π
, ( )  (7.3)
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x
t T

P
=

−( )2π ρ , (rad)

DC = 5 ns (constant offset)
Tp = phase
  = 50,400 s
A = amplitude
P = period
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t  = local time of the earth subpoint of the signal intersection with mean 
ionospheric height(s)

The algorithm assumes this latter height to be 350 km. The DC and phasing 
Tρ are held constant at 5 ns and 14 h (50,400 s) local time.

Amplitude (A) and period (P) are modeled as third-order polynomials:
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where ϕm is the geomagnetic latitude of the ionospheric subpoint and αn, βn 
are coefficients selected (from 370 such sets of constants) by the GPS master 
control station and placed in the satellite navigation upload message for down-
link to the user.

A typical value of coefficients is
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The parameter ϕm is calculated as follows with example values:

1. Subtended earth angle (EA) between user and satellite is given by the 
approximation

 EA
el

deg≈
+







−445
20

4

( ),

where el is the elevation of the satellite and, with respect to the user, 
equals 15.5°.

2. Geodetic latitude (lat) and longitude (long) of the ionospheric subpoint 
are found using the approximations

Iono lat EA AZ degI userφ φ= + cos ( ),

Iono long
EA AZ

deguser
I

λ λ
φI = +

sin
cos

( ),

t GPS time (sec)= × +−4 32 10 4. λI

where ϕuser is geodetic latitude = 41°, λuser is geodetic longitude = −73°, 
and AZ is azimuth of the satellite with respect to the user = 112.5°.

3. The geodetic latitude is converted to a geomagnetic coordinate system 
using the approximation

 φ φ λm I≈ + ° − °( )11 6 291. ( ).I deg
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4. The final step in the algorithm is to account for elevation angle effect by 
scaling with an obliquity scale factor (SF):
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With scaling, time delay due to ionospheric becomes
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where Tg is in seconds and TG is in meters.
The MATLAB® programs Klobuchar fix.m and Klobuchar pseudorandom 

noise (PRN) for computing ionospheric delay (for PRN = satellite number) 
are described in Appendix A.

7.2.2 GNSS SBAS Ionospheric Algorithms

The ionospheric correction computation (ICC) algorithms enable the compu-
tation of the ionospheric delays applicable to a signal on L1 and to the GPS 
and wide-area reference station (WRS) L1 and L2 interfrequency biases. 
These algorithms also calculate grid ionospheric vertical errors (GIVEs), 
empirically derived error bounds for the broadcast ionospheric corrections. 
The ionospheric delays are employed by the space-based augmentation system 
(SBAS) user to correct the L1 measurements, as well as internally to correct 
the WRSs’ L1 geostationary earth orbit (GEo) measurement for orbit deter-
mination if dual-frequency corrections are not available from GEos. The 
interfrequency biases are needed internally to convert the dual-frequency-
derived SBAS corrections to single-frequency corrections for the SBAS users. 
The vertical ionospheric delay and GIVE information is broadcast to the 
SBAS user via message types 18 and 26. See the Minimum operational Perfor-
mance Standards (MoPs) for details on the content and usage of the SBAS 
messages [3].

The algorithms used to compute ionospheric delays and interfrequency 
biases are based on those originated at the Jet Propulsion Laboratory [4].  
The ICC models assume that ionospheric electron density is concentrated  
on a thin shell of height 350 km above the mean earth surface. The estimates 
of interfrequency biases and ionospheric delays are derived using a pair of 
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Kalman filters, herein referred to as the L1L2 and ionosphere (IoNo) filters. 
The purpose of the L1L2 filter is to estimate the interfrequency biases, while 
the purpose of the IoNo filter is to estimate the ionosphere delays. The inputs 
to both filters are leveled WRS receiver slant delay measurements (L2 minus 
L1 differential delay), which are output from the data. Both filters perform 
their calculations in total electron count units (TECU) (l m of L1 ranging 
delay = 6.16 TECU, and 1 m of L1 − L2 differential delay = 9.52 TECU). Con-
ceptually, the measurement equation is (neglecting the noise term)

 τ τTECU = ×9 52. m  (7.4)

 = × −( )9 52 2 1. , ,t tm mL L  (7.5)

 = × +( ) +9 52. b bm
r

m
s TECTECU  (7.6)

 = + +b br s
TECU TECU TECUTEC ,  (7.7)

where τ is the differential delay, br and bs are the interfrequency biases of the 
respective receiver and satellite, and TEC is the ionospheric delay. The sub-
scripts m (meters) and TECU denote the corresponding units of each term. 
The ionospheric delay in meters for a signal on the L1 frequency is

 τm
L

TECUTEC1 1 5457
1

9 52
= ×.

.
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 =
1

6 16.
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Both Kalman filters contain the vertical delays at the vertices of a triangular 
spherical grid of height 350 km fixed in the solar-magnetic (SM) coordinate 
frame as states. The L1L2 filter also contains interfrequency biases as states. 
In contrast, the IoNo filter does not estimate the interfrequency biases, but 
instead they are periodically forwarded to the IoNo filter, along with the 
variances of the estimates, from the L1L2 filter. Each slant measurement is 
modeled as a linear combination of the vertical delays at the three vertices 
surrounding the corresponding measurement pierce point (the intersection of 
the line of sight and the spherical grid), plus the sum of the receiver and satel-
lite biases, plus noise. The ionospheric delays computed in the IoNo filter are 
eventually transformed to a latitude–longitude grid that is sent to the SBAS 
users via message type 26. Because SBAS does not have any calibrated ground 
receivers, the interfrequency bias estimates are all relative to a single receiver 
designated as a reference, whose L1L2 interfrequency bias filter covariance is 
initialized to a small value, and to which no process noise is applied.

The major algorithms making up the ICC discussed here are

Initialization. The L1L2 and IoNo filters are initialized using either the 
Klobuchar model or using previously recorded data.
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Estimation. The actual computation of the interfrequency biases and iono-
spheric delays involves both the L1L2 and IoNo filters.

Thread Switch. The measurements from a WRS may come from an alter-
nate WRS receiver. In this case, the ICC must compensate for the switch 
by altering the value of the respective receiver’s interfrequency bias state 
in the L1L2 filter. In the nominal case, an estimate of the L1L2 bias dif-
ference is available.

Anomaly Processing. The L1L2 filter contains a capability to internally 
detect when a bias estimate is erroneous. Both thread switch and anomaly 
processing algorithms may also result in the change of the reference 
receiver [5].

7.2.2.1  L1L2 Receiver and Satellite Bias and Ionospheric Delay 
Estimations for GPS 
System Model For GPS, the ionospheric delay estimation Kalman filter uses 
a random walk system model. A state of the Kalman filter at time tk is modeled 
to be equal to that state at the previous time tk−1, plus a random process noise 
representing the uncertainty in the transition from time tk−1 to time tk; that is,

 x x wk k k= +−1 ,

where xk is the state vector of the Kalman filter at time tk and wk is a white 
process noise vector with known covariance Q. The state vector xk consists of 
three subgroups of states: the ionospheric vertical delays at triangular tile 
vertices, the satellite L1L2 biases, and the receiver L1L2 biases; that is,
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where NV is the number of triangular tile vertices, NS is the number of GPS 
satellites, and N R is the number of WRSs. The values of NV, NS, and NR must 
be adjusted to fit the desired configuration. In simulations, one can use 24 GPS 
satellites in the real orbits generated by GPS Infrared Positioning System 
(GIPSY) using ephemeris data downloaded from the GPS bulletin board. The 
number of WRSs is 25 and these WRSs are placed at locations planned for 
SBAS operations.
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Observation Model The observation model or measurement equation estab-
lishes the relationship between a measurement and the Kalman filter state 
vector. For any GPS satellite in view, there is an ionospheric slant delay mea-
surement corresponding to each WRS–satellite pair. Ionospheric slant delay 
measurement is converted to the vertical delay at its corresponding pierce 
point through an obliquity factor. At any time tk, there are approximately 
80–200 pierce points, and hence the same number of ionospheric vertical delay 
measurements that can be used to update the Kalman filter state vector.

Denote the ionospheric vertical delay measurement at tk for the ith satellite 
and jth WRS as zijk. Thus,

 z i
b
q

b

q
vijk ijk

si

ijk

sj

ijk
ijk= + + + ,

where iijk is the vertical ionospheric delay at the piece point corresponding to 
satellite i and WRS j; bsi and bsj are the L1L2 interfrequency biases for satellite 
i and WRS j, respectively; qijk is the obliquity factor; and vijk is the receiver 
measurement noise, white with covariance R.

To establish an observation model, we need to relate iijk, bsi, and bsj to the 
state vector of the ionospheric delay estimation Kalman filter. Note that bsi 
and bsj are the elements of the state vector labeled NV + i and NV + NS + j, 
respectively. The relationship between iijk and the state vector is established 
below. The value iijk is modeled as a linear combination of the vertical delay 
values at the three vertices of the triangular tile in which the piece point is 
located, as shown in Fig. 7.1.

In Fig. 7.1, assume a pierce point P is located arbitrarily in the triangular 
tile ABC. The ionospheric delay at pierce point P is obtained from the vertical 
delay values at vertices A, B, and C using a bilinear interpolation as follows. 
Draw a line from point A to point P and find the intersection point D between 

Fig. 7.1 Bilinear interpolation.
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this line and the line BC. The bilinear interpolation involves two simple linear 
interpolations—the first yields the vertical delay value at point D from points 
B and C; the second yields the vertical delay value at point P from points D 
and A. The result can be summarized as

 I w I w I w IP A A B B C C= + + ,

where IP, IA, IB, and IC are the ionospheric vertical delay values at points P, A, 
B, and C, respectively, and wA, wB, and wC are the bilinear weighting coeffi-
cients from points A, B, and C, respectively, to point P. The values of wA, wB, 
and wC can be readily calculated from the geometry involved. It is recognized 
that IA, IB, and IC are three elements of the Kalman filter state vector. In 
summary, the measurement equation can be written as

 z vijk ijk k ijk= +h x ,

where hijk is the measurement matrix and vijk is the measurement noise, respec-
tively, for the pierce point measurement for the satellite with index i and WRS 
with index j at time tk. here, hijk is an (NV + NS + NR) dimension row vector 
with all elements equal to zeros except five elements. The first three of these five 
nonzero elements correspond to the vertices of the tile that contains the pierce 
point under consideration, and the other two correspond to the ith satellite 
and jth WRS, which yields the ionospheric slant delay measurement zijk.

UDUT Kalman Filter (See Chapter 10) As noted previously, there are 
approximately 180–200 pierce points at any time tk. Each pierce point corre-
sponds to one of the possible combinations of a satellite and a WRS, which 
further corresponds to an ionospheric vertical delay measurement at that 
pierce point. The ionospheric estimation Kalman filter is designed so that its 
state vector is updated upon the reception of each ionospheric vertical delay 
measurement.

SM-to-Earth-Centered, Earth-Fixed (ECEF) Transformation At the end of 
each 5-min interval (Kalman filter cycle), the ionospheric vertical delays at the 
vertices of all tiles are converted from the SM coordinates to the ECEF coor-
dinates. This conversion is completed by first transforming the SBAS iono-
spheric grid points (IGPs) from the ECEF coordinates to the SM coordinates. 
For each IGP converted to SM coordinates, the triangular tile that contains 
this IGP is found. A bilinear interpolation identical to the one described in 
Fig. 5.3 is then used to calculate the ionospheric vertical delay values at this 
IGP. (Transformations are given in Appendix B.)

In new GEos (3rd, PRN 135 [Galaxy XV], at 133° W longitude; 4th, PRN 
138° [Anik F1R], at 107° W longitude) will have L1L5 frequencies (see 
Chapter 8). Ionospheric delays can be calculated at the WRSs directly instead 
of using ionospheric delay provided by ionospheric grids from SBAS broad-
cast messages.
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7.2.2.2  Kalman Filter  In estimating the ionospheric vertical delays in the 
SM coordinate system by the Kalman filter, there are three types of estimation 
errors:

1. estimation error due to ionospheric slant delay measurement noise error
2. estimation error due to the temporal variation of the ionosphere
3. estimation error due to nonlinear spatial variation of the ionosphere.

Each of the three sources of error can be individually minimized by adjusting 
the values of the covariances Q and R. however, the requirements to minimize 
the errors due to noise and temporal variations are often in conflict.

Intuitively, to minimize the measurement noise implies that we want the Q 
and R values to result in a Kalman gain that averages out the measurement 
noise; that is, we want the Kalman gain to take values so that for each new 
measurement, the value of innovation is small, such that a relatively large noise 
component of the measurement results in a relatively small estimation error. 
on the other hand, if we want to minimize the estimation error due to tem-
poral variations, then we want to have a Kalman gain that can produce a large 
innovation, so that the component in the measurement that represents the actual 
ionospheric delay variation with time can be quickly reflected in the new state 
estimate. This suggests that we usually need to compromise in selecting the 
values of Q and R when a conventional nonadaptive Kalman filter is used.

Although the Kalman filter estimation error is the dominant source of error, 
it is not the only source. The nonlinear spatial variation introduces additional 
error when converting the ionospheric vertical delay estimated by the Kalman 
filter in the SM coordinate system to the SBAS IGP in the ECEF coordinate 
system. This is because bilinear interpolation is used and there is an implicit 
assumption that interpolation is a strictly valid procedure. however, if the 
actual value of the vertical delay was measured at some location, it would not 
be equal to the value found by interpolation. Violation of this assumption 
results in interpolation error during the transformation. It can be shown by 
simulations that, under certain conditions, this conversion error can be signifi-
cant and non-negligible.

In order to isolate the sources of errors and to understand how the algo-
rithm responds to various conditions, consider seven scenarios, with each 
testing one aspect of the possible estimation error, and all their possible 
combinations.

Scenario 1: Measurement Noise In this scenario, the ionospheric vertical 
delay is assumed to be a time-invariant constant anywhere over the earth’s 
surface. The Kalman filter estimation errors due to temporal and spatial varia-
tions are zero. For each of the ionospheric slant delay measurements, a zero-
mean white Gaussian noise is added. The magnitude of the noise is characterized 
by its variance. The measurement noise is added to the slant delay rather than 
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the vertical delay because this is where the actual measurement noise is intro-
duced by a GPS receiver.

Scenario 2: Temporal Variation In this scenario, the ionosphere is assumed to 
be uniformly distributed spatially, but its TEC values change with time; that 
is, the ionospheric vertical delays vary with time, but these variations are iden-
tical everywhere. Various time variation functions, such as a sinusoidal func-
tion, a linear ramp, a step function, or an impulse function, can be used to study 
this scenario. In a simulation using a sinusoidal time variation function, the 
sinusoidal function is characterized by two parameters—its amplitude and 
frequency. The values of these two parameters are chosen to produce a time 
variation that is similar in magnitude to the ionospheric delay variation data 
published in the literature. The measurement noise is zero. Kalman filter esti-
mation errors due to both the measurement noise and spatial variation are 
fixed at zero (for this scenario).

Scenario 3: Spatial Variation In this scenario, the ionosphere is assumed to 
be a constant at any fixed location when observed in the SM coordinate 
system. The ionospheric delays at different locations in the SM coordinate 
system, however, are different. Various spatial variation functions can be used 
to study this scenario. here, we use a three-dimensional surface constructed 
from two orthogonal sinusoidal functions of varying amplitudes and frequency 
to model the values of ionospheric vertical delays over the earth. The values 
of the parameters of the two sinusoidal functions are chosen to produce gra-
dients in TEC similar in magnitude to the ionospheric delay variation data 
published in the literature. The measurement noise is zero. Kalman filter esti-
mation errors due to both the measurement noise and temporal variations are 
fixed at zero for this scenario.

Scenario 4: Noise + Temporal Scenarios 1 and 2 are combined, and the 
Kalman filter estimation error due to spatial variation is zero.

Scenario 5: Noise + Spatial Scenarios 1 and 3 are combined. In this scenario, 
the Kalman filter estimation error due to temporal variation is zero.

Scenario 6: Temporal + Spatial here, the Kalman filter estimation error due 
to measurement noise is zero. The combined values of temporal and spatial 
variations define the “truth ionosphere” in the simulation.

Scenario 7: Noise + Temporal + Spatial In this scenario, the parameters that 
define the “true ionosphere” and “measurement noise” can be configured to 
mimic any ionospheric conditions.

In the simulations, the GPS satellite orbits used are the precise orbits gener-
ated by GIPSY using GPS satellite ephemeris data downloaded from the GPS 
bulletin board. The WRS locations used are those currently recommended by 
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the Federal Aviation Administration (FAA). These locations may he adjusted 
to evaluate the impact of other WRS locations or additional WRSs.

7.2.2.3  Selection of Q and R  Theoretically, a Kalman filter yields optimal 
estimation of the states of a system, given a knowledge of the system dynamics 
and measurement equations, when both the system process noise and mea-
surement noise are zero-mean Gaussian at each epoch and white in time and 
their variances are known. however, in practice, the system dynamics are often 
unknown and system modeling errors are introduced when the actual system 
dynamics differ from the assumptions. In addition, the system process noise 
and the measurement noise are often non-Gaussian and their variances are 
not known precisely. To ensure a stable solution, a relatively large value of Q 
is often used, sacrificing estimation accuracy. Careful selection of Q and R 
values impacts the performance of the Kalman filter in practical applications, 
including the SBAS ionospheric estimation filter.

In each phase of the validation, many parameters are tuned. The procedures 
and rationale involved in selecting the final values of these parameters include 
an effort to distinguish those parameters for which the performance is particu-
larly sensitive. For many parameters, performance is not particularly sensitive. 
Table 7.1 shows typical values of the parameters used in two Kalman filters. 
The L1L2 filter can be eliminated. The IoNo filter, including the satellite and 
receiver biases, may be sufficient to estimate the biases and IoNo delays. This 
reduces the computational load and simplifies the process.

The algorithms must be validated to ensure that the estimation accuracy is good 
enough to ultimately support downstream precision-approach requirements. 
Convergence properties of the estimation algorithms must be examined, and 

TABLE 7.1. Representative Kalman Filter Parameter Values

Parameter Term Value Units

L1L2 filter bias process noise update interval 300 s
L1L2 filter TEC process noise 0.05 TECU/s1/2

L1L2 filter TEC process noise update interval 300 s
Iono filter process noise 0.05 TECU/s1/2

Iono filter process noise update interval 300 s
lono meas floor 9 TECU2

Iono meas scale 0
L1L2 filter bias process noise 4.25 × 10−4 TECU/s1/2

L1L2 next bias distribution time interval 300 s
L1L2 cold start bias distribution time interval 300 s
L1L2 cold start time interval 86,400 s
lono a priori covariance matrix 400 = 202 TECU2

L1L2 bias a priori covariance matrix 10,000 = 1002 TECU2

(ref receiver) 10−10 TECU2

Maximum initial TEC 1,000 TECU
Nominal initial TEC 25 TECU
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the logic associated with restarting the estimation using recorded data must 
be analyzed. The capabilities to perform thread switches and to detect anoma-
lies must be examined, and the special cases necessitating a change of refer-
ence receiver. In each phase of validation, the critical test is whether there is 
any significant degradation in accuracy as compared to nominal performance, 
and whether the nominal performance itself is adequate.

7.2.2.4  Calculation of Ionospheric Delay Using Pseudoranges  The calcu-
lation of ionospheric propagation delay from P-code and C/A-code can be 
formulated in terms of the following measurement equalities:

 ρ ρ τ τRL iono RX GDL1 11= + − −c c ,  (7.10)
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Subtracting Eq. 7.10 from Eq. 7.11, we get
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What is actually measured in the ionospheric delay is the sum of receiver bias 
and interfrequency bias. The biases are determined and taken out from the 
ionospheric delay calculation. These biases may be up to 10 ns (3 m) [6, 7].

however, the presence of ambiguities N1 and N2 in carrier phase measure-
ments of L1 and L2 preclude the possibility of calculating the ionosphere 
delay directly and would involve the solution of the carrier cycle ambiguities 
iteratively.

The MATLAB® program Iono_delay(PRN#) (described in Appendix A) 
uses pseudorange and carrier phase data from L1 and L2 signals.

7.3 TROPOSPHERIC PROPAGATION ERRORS

The lower part of the earth’s atmosphere is composed of dry gases and water 
vapor, which lengthen the propagation path due to refraction. The magnitude 
of the resulting signal delay depends on the refractive index of the air along 
the propagation path and typically varies from about 2.5 m in the zenith direc-
tion to 10–15 m at low satellite elevation angles. The troposphere is nondis-
persive at the GNSS frequencies, so that delay is not frequency dependent. In 
contrast to the ionosphere, tropospheric path delay is consequently the same 
for code and carrier signal components. Therefore, this delay cannot be mea-
sured by utilizing both L1 and L2 pseudorange measurements, and either 
models and/or differential techniques must be used to reduce the error.

The refractive index of the troposphere consists of that due to the dry-gas 
component and the water vapor component, which respectively contribute 
about 90% and 10% of the total delay. Knowledge of the temperature, pressure, 
and humidity along the propagation path can determine the refractivity profile, 
but such measurements are seldom available to the user. however, using stan-
dard atmospheric models for the dry delay permits determination of the zenith 
delay to within about 0.5 m and with an error at other elevation angles that 
approximately equals the zenith error times the cosecant of the elevation angle. 
These standard atmospheric models are based on the laws of ideal gases and 
assume spherical layers of constant refractivity with no temporal variation and 
an effective atmospheric height of about 40 km. Estimation of dry delay can be 
improved considerably if surface pressure and temperature measurements are 
available, bringing the residual error down to within 2–5% of the total.

The component of tropospheric delay due to water vapor (at altitudes up 
to about 12 km) is much more difficult to model because there is considerable 
spatial and temporal variation of water vapor in the atmosphere. Fortunately, 
the wet delay is only about 10% of the total, with values of 5–30 cm in conti-
nental midlatitudes. Despite its variability, an exponential vertical profile 
model can reduce it to within about 2–5 cm.

In practice, a model of the standard atmosphere at the antenna location 
would be used to estimate the combined zenith delay due to both wet and  
dry components. Such models use inputs such as the day of the year and the 
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latitude and altitude of the user. The delay is modeled as the zenith delay 
multiplied by a factor that is a function of the satellite elevation angle. At 
zenith, this factor is unity, and it increases with decreasing elevation angle as 
the length of the propagation path through the troposphere increases. Typical 
values of the multiplication factor are 2 at 30° elevation angle, 4 at 15°, 6 at 
10°, and 10 at 5°. The accuracy of the model decreases at low elevation angles, 
with decimeter level errors at zenith and about 1 m at 10° elevation.

Much research has gone into the development and testing of various tropo-
spheric models. Excellent summaries of these appear in the literature [8–10].

Although a GNSS receiver cannot measure pseudorange error due to the 
troposphere, differential operation can usually reduce the error to small values 
by taking advantage of the high spatial correlation of tropospheric errors at 
two points within 0–100 km on the earth’s surface. however, exceptions often 
occur when storm fronts pass between the receivers, causing large gradients 
in temperature, pressure, and humidity.

7.4 THE MULTIPATH PROBLEM

Multipath propagation of the GNSS signal is a dominant source of error in 
positioning, especially in differential GNSS architectures. objects in the vicin-
ity of a receiver antenna (notably the ground) can easily reflect GNSS signals, 
resulting in one or more secondary propagation paths. These secondary-path 
signals, which are superimposed on the desired direct-path signal, always have 
a longer propagation time and can significantly distort the amplitude and 
phase of the direct-path signal.

Errors due to multipath cannot be reduced by the use of differential GNSS 
since they depend on local reflection geometry near each receiver antenna. In 
a receiver without multipath protection, C/A-code ranging errors of 10 m or 
more can be experienced. Multipath cannot only cause large code ranging errors 
but can also severely degrade the ambiguity resolution process required for 
carrier phase ranging such as that used in precision surveying applications.

Multipath propagation can be divided into two classes: static and dynamic. 
For a stationary receiver, the propagation geometry changes slowly as the 
satellites move across the sky, making the multipath parameters essentially 
constant for perhaps several minutes. however, in mobile applications, there 
can be rapid fluctuations in fractions of a second. Therefore, different mul-
tipath mitigation techniques are generally employed for these two types of 
multipath environments. Most current research has been focused on static 
applications, such as surveying, where greater demand for high accuracy exists. 
For this reason, we will concentrate our attention to the static case.

7.4.1 How Multipath Causes Ranging Errors

To facilitate an understanding of how multipath causes ranging errors, several 
simplifications can be made that in no way obscure the fundamentals involved. 
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We will assume that the receiver processes only the C/A-code and that the 
received signal has been converted to complex (i.e., analytic) form at baseband 
(nominally zero frequency), where all Doppler shift has been removed by a 
carrier tracking phase-lock loop. It is also assumed that the GNSS navigation 
data modulation has been removed from the signal, which can be achieved by 
standard techniques. When no multipath is present, the received waveform is 
represented by

 r t ae c t n tj( ) = −( ) + ( )φ τ ,  (7.14)

where c(t) is the normalized, undelayed C/A-code waveform as transmitted; r 
is the signal propagation delay; a is the signal amplitude; ϕ is the carrier phase; 
and n(t) is the Gaussian receiver thermal noise having flat power spectral 
density. Pseudoranging consists of estimating the delay parameter τ. As we 
have previously seen, an optimal estimate (i.e., a minimum-variance unbiased 
estimate) of τ can be obtained by forming the cross-correlation function

 R r t c t dtr
T

T

τ τ( ) = ( ) −( )∫
1

2

,  (7.15)

of r(t) with a replica cr(t) of the transmitted C/A-code and choosing as the 
delay estimate that value of τ that maximizes this function. Except for an error 
due to receiver thermal noise, this occurs when the received and replica wave-
forms are in time alignment. A typical cross-correlation function without mul-
tipath for C/A-code receivers having a 2-Mhz precorrelation bandwidth is 
shown by the solid lines Fig. 7.2 (these plots ignore the effect of noise, which 
would add small random variations to the curves).

If multipath is present with a single secondary path, the waveform of Eq. 
7.14 changes to

 r t ae c t be c t n tj j( ) = −( ) + −( ) + ( )φ φτ τ1 2
1 2 ,  (7.16)

where the direct and secondary paths have respective propagation delays τ1 
and τ2, amplitudes a and b, and carrier phases ϕ1 and ϕ2. In a receiver not 
designed expressly to handle multipath, the resulting cross-correlation func-
tion will now have two superimposed components, one from the direct path 
and one from the secondary path. The result is a function with a distortion 
depending on the relative amplitude, delay, and phase of the secondary-path 
signal, as illustrated at the top of Fig. 7.2 for an in-phase secondary path and 
at the bottom of Fig. 7.2 for an out-of-phase secondary path. Most importantly, 
the location of the peak of the function has been displaced from its correct 
position, resulting in a pseudorange error.

In vintage receivers employing standard code tracking techniques (early 
and late codes separated by one C/A-code chip), the magnitude of pseudor-
ange error caused by multipath can be quite large, reaching 70–80 m for a 
secondary-path signal one-half as large as the direct-path signal and having  
a relative delay of approximately 250 m. Further details can be found in  
Ref. 11.
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7.5 METHODS OF MULTIPATH MITIGATION

Processing against slowly changing multipath can be broadly separated into 
two classes: spatial processing and time-domain processing. Spatial processing 
uses antenna design in combination with known or partially known character-
istics of signal propagation geometry to isolate the direct-path received signal. 
In contrast, time domain processing achieves the same result by operating only 
on the multipath-corrupted signal within the receiver.

Fig. 7.2 Effect of multipath on C/A-code cross-correlation function.
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7.5.1 Spatial Processing Techniques

7.5.1.1  Antenna  Location  Strategy  Perhaps the simplest form of spatial 
processing is to locate the antenna where it is less likely to receive reflected 
signals. For example, to obtain the position of a point near reflective objects, 
one can first use GNSS to determine the position of a nearby point “in the 
clear” and then calculate the relative position of the desired point by simple 
distance and/or angle measurement techniques. Another technique that mini-
mizes ever-present ground signal reflections is to place the receiver antenna 
directly at ground level. This causes the point of ground reflection to be essen-
tially coincident with the antenna location so that the secondary path has very 
nearly the same delay as the direct path. Clearly, such antenna location strate-
gies may not always be possible but can be very effective when feasible.

7.5.1.2  Ground  Plane Antennas  The most common form of spatial pro-
cessing is an antenna designed to attenuate signals reflected from the ground. 
A simple design uses a metallic ground plane disk centered at the base of the 
antenna to shield the antenna from below. A deficiency of this design is that 
when the signal wave fronts arrive at the disk edge from below, they induce 
surface waves on the top of the disk that then travel to the antenna. The 
surface waves can be eliminated by replacing the ground plane with a choke 
ring, which is essentially a ground plane containing a series of concentric cir-
cular troughs one-quarter wavelength deep. These troughs act as transmission 
lines shorted at the bottom ends so that their top ends exhibit very high imped-
ance at the GNSS carrier frequency. Therefore, induced surface waves cannot 
form, and signals that arrive from below the horizontal plane are significantly 
attenuated. however, the size, weight, and cost of a choke ring antenna are 
significantly greater than those of simpler designs. Most importantly, the choke 
ring cannot effectively attenuate secondary-path signals arriving from above 
the horizontal, such as those reflecting from buildings or other structures. 
Nevertheless, such antennas have proven to be effective when signal ground 
bounce is the dominant source of multipath, particularly in GNSS surveying 
applications.

7.5.1.3  Directive Antenna Arrays  A more advanced form of spatial pro-
cessing uses antenna arrays to form a highly directive spatial response pattern 
with high gain in the direction of the direct-path signal and attenuation in 
directions from which secondary-path signals arrive. however, inasmuch as 
signals from different satellites have different directions of arrival and differ-
ent multipath geometries, many directivity patterns must be simultaneously 
operative, and each must be capable of adapting to changing geometry as the 
satellites move across the sky. For these reasons, highly directive arrays seldom 
are practical or affordable for most applications.

7.5.1.4  Long-Term Signal Observation  If a GNSS signal is observed for 
sizable fractions of an hour to several hours, one can take advantage of changes 
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in multipath geometry caused by satellite motion. This motion causes the rela-
tive delays between the direct and secondary paths to change, resulting in 
measurable variations in the received signal. For example, a periodic change 
in signal level caused by alternate phase reinforcement and cancellation by 
the reflected signals is often observable. Although a variety of algorithms have 
been proposed for extracting the direct-path signal component from measure-
ments of the received signal, the need for long observation times rules out this 
technique for most applications. however, it can be an effective method of 
multipath mitigation at a fixed site, such as at a differential GNSS base station. 
In this case, it is even possible to observe the same satellites from one day to 
the next, looking for patterns of pseudorange or phase measurements that 
repeat daily.

Multipath Calculation from Long-Term Observations Delays can be com-
puted as follows by using pseudoranges and carrier phases over long signal 
observations (one day to next). This technique may be ruled out for most 
applications. Ambiguities and cycle slips have been eliminated or mitigated.
Let
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for dual-frequency GNSS receivers, one obtains
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Subtracting Eq. 7.19 from Eq. 7.18, one can obtain
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Subtracting Eq. 7.18 from Eq. 7.21, one obtains the multipath as

 MP IL RL L L1 1 1 1 12= − −ρ λ φ ,  (7.22)
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Substitute Eq. 7.20 into Eq. 7.22 to obtain
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7.5.2 Time-Domain Processing

Although time-domain processing against GNSS multipath errors has been 
the subject of active research for at least two decades, there is still much to  
be learned, both at theoretical and practical levels. Most of the practical 
approaches have been developed by receiver manufacturers, who are often 
reluctant to explicitly reveal their methods. Nevertheless, enough information 
about multipath processing exists to gain insight into its recent evolution.

7.5.2.1  Narrow-Correlator Technology  (1990–1993)  The first significant 
means to reduce GPS multipath effects by receiver processing made its debut 
in the early 1990s. Until that time, most receivers had been designed with a 
2-Mhz precorrelation bandwidth that encompassed most, but not all, of the 
GPS C/A spread-spectrum signal power. These receivers also used one-chip 
spacing between the early and late reference C/A-codes in the code tracking 
loops. however, the 1992 paper [12] makes it clear that using a significantly 
larger bandwidth combined with much closer spacing of the early and late 
reference codes would dramatically improve the ranging accuracy both with 
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and without multipath. It is somewhat surprising that these facts were not 
recognized earlier by the GNSS community, given that they had been well 
known in radar circles for many decades.

A 2-Mhz precorrelation bandwidth causes the peak of the direct-path 
cross-correlation function to be severely rounded, as illustrated in Fig. 7.2. 
Consequently, the sloping sides of a secondary-path component of the correla-
tion function can significantly shift the location of the peak, as indicated in the 
figure. The result of using an 8-Mhz bandwidth is shown in Fig. 7.3, where it 
can be noted that the sharper peak of the direct-path cross-correlation func-
tion is less easily shifted by the secondary-path component. It can also be 
shown that at larger bandwidths, the sharper peak is more resistant to distur-
bance by receiver thermal noise, even though the precorrelation signal-to-
noise ratio is increased.

Another advantage of a larger precorrelation bandwidth is that the spacing 
between the early and late reference codes in a code tracking loop can be 
made smaller without significantly reducing the gain of the loop, hence the 
term narrow correlator. It can be shown that this causes the noises on the early 
and late correlator outputs to become more highly correlated, resulting in less 
noise on the loop error signal. An additional benefit is that the code tracking 
loop will be affected only by the multipath-induced distortions near the peak 
of the correlation function.

7.5.2.2  Leading-Edge  Techniques  Because the direct-path signal always 
precedes secondary-path signals, the leading (left-hand) portion of the correla-

Fig. 7.3 Reduced multipath error with larger precorrelation bandwidth.
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tion function is uncontaminated by multipath, as is illustrated in Fig. 7.3. 
Therefore, if one could measure the location of just the leading part, it appears 
that the direct-path delay could be determined with no error due to multipath. 
Unfortunately, this seemingly happy state of affairs is illusory. With a small 
direct-/secondary-path separation, the uncontaminated portion of the correla-
tion function is a minuscule piece at the extreme left, where the curve just 
begins to rise. In this region, not only is the signal-to-noise ratio relatively poor, 
but the slope of the curve is also relatively small, which severely degrades the 
accuracy of delay estimation.

For these reasons, the leading-edge approach best suits situations with a 
moderate to large direct-/secondary-path separation. however, even in these 
cases, there is the problem of making the delay measurement insensitive to 
the slope of the correlation function leading edge, which can vary with signal 
strength. Such a problem does not occur when measuring the location of the 
correlation function peak.

7.5.2.3  Correlation Function Shape-Based Methods  Some GNSS receiver 
designers have attempted to determine the parameters of the multipath model 
from the shape of the correlation function. The idea has merit, but for best 
results, many correlations with different values of reference code delay are 
required to obtain a sampled version of the function shape. Another practical 
difficulty arises in attempting to map each measured shape into a correspond-
ing direct-path delay estimate. Even in the simple two-path model (Eq. 7.14) 
there are six signal parameters, so that a very large number of correlation 
function shapes must be handled. An example of a heuristically developed 
shape-based approach called the early–late slope (ELS) method can be found 
in Ref. 13, while a method based on maximum-likelihood estimation (MLE) 
called the multipath-estimating delay-lock loop (MEDLL) is described in  
Ref. 14.

7.5.2.4  Modified Correlator Reference Waveforms  Another new approach 
to multipath mitigation alters the waveform of the correlator reference PRN 
code to provide a cross-correlation function with inherent resistance to errors 
caused by multipath. Examples include the strobe correlator [15], the use of 
special code reference waveforms to narrow the correlation function devel-
oped in Refs. 16 and 17, and the gated correlator developed in Ref. 18 . These 
techniques take advantage of the fact that the range information in the received 
signal resides primarily in the chip transitions of the C/A-code. By using a 
correlator reference waveform that is not responsive to the flat portions of the 
C/A-code, the resulting correlation function can be narrowed down to the 
width of a chip transition, thereby being almost immune to multipath having 
a primary/secondary-path separation greater than 30–40 m. An example of 
such a reference waveform and the corresponding correlation function are 
shown in Fig. 7.4.
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7.5.3 Multipath Mitigation Technology (MMT) Technology

Yet another approach to time-domain multipath mitigation is called MMT and 
incorporated a number of GNSS receivers manufactured by NovAtel Corpo-
ration of Canada. The MMT technique not only reaches theoretical perfor-
mance limits described in Section 7.6 for both code and carrier phase ranging 
but also, compared to existing approaches, has the advantage that its perfor-
mance improves as the signal observation time is lengthened. A description of 
MMT follows and also appears in a patent [19].

7.5.3.1  Description  MMT is based on MLE. Although the theory of MLE 
is well-developed, its application to GNSS multipath mitigation has not been 
feasible until now due to the large amount of computation required. however, 
recent mathematical breakthroughs have solved this problem. Before intro-
ducing the MMT algorithm, we first briefly describe the process of MLE in 
the context of the multipath problem.

7.5.3.2  Maximum-Likelihood  (ML)  Multipath  Estimation  MLE is 
described in detail in Chapter 10. Its application to multipath mitigation is 
described below.

Fig. 7.4 Multipath-mitigating reference code waveform.
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7.5.3.3  The Two-Path ML Estimator (MLE)  The simplest ML estimator 
designed for multipath is based on a two-path model (one direct path and one 
secondary delayed path). For simplicity in describing MMT, we consider only 
this model, although generalization to additional paths is straightforward, and 
the MMT algorithm can be implemented for such cases. It is assumed that the 
received signal has been frequency-shifted to baseband, and the navigation 
data have been stripped off. The two-path signal model is

 r t A e m t A e m t n tj j( ) = −( ) + −( ) + ( )1 1 2 2
1 2φ φτ τ .  (7.24)

In this model, the parameters A1, ϕ1, τ1, respectively, are the direct-path signal 
amplitude, phase, and delay, and the parameters A2, ϕ2, and τ2 are the corre-
sponding parameters for the secondary path. The code modulation is denoted 
by m(t), and the noise function n(t) is an additive zero-mean complex Gaussian 
noise process with a flat power spectral density. It will be convenient to group 
the multipath parameters into the vector

 θ φ τ φ τ= [ ]A A1 1 1 2 2 2, , , , .  (7.25)

observation of the received signal r(t) is accomplished by sampling it on the 
time interval [0, T] to produce a complex observed vector r .

The ML estimate of the multipath parameters is the vector θ  of parameter 
values that maximizes the likelihood function p r |θ( ), which is the probability 
density of the received signal vector conditioned on the values of the multipath 
parameters. In this maximization, the vector r  is held fixed at its observed 
value. Within the vector θ̂ , the estimates τ̂1 and φ̂1 of direct-path delay and 

carrier phase are normally the only ones of interest. however, the ML estimate 
of these parameters requires that the likelihood function p r |θ( ) be maximized 

over the six-dimensional (6D) space of all multipath parameters (compo-
nents of 0). For this reason, the unwanted parameters are called nuisance 
parameters.

Since the natural logarithm is a strictly increasing function, the maximization 
of p r |θ( ) is equivalent to maximization of L r p r; lnθ θ( ) = ( )| , which is called 
the log-likelihood function. The log-likelihood function is often simpler than 
the likelihood function itself, especially when the noise in the observations is 
additive and Gaussian. In our application this is the case.

Maximization of L r ; θ( ) by standard techniques is a daunting task. A 
brute-force approach is to find the maximum by a search over the 6D mul-
tipath parameter space, but it takes too long to be of practical value. Reliable 
gradient-based or hill climbing methods are too slow to be useful. Finding the 
maximum using differential calculus is difficult because of the nonlinearity of 
the resulting equations and the possibility of local maxima that are not global 
maxima. Iterative solution techniques are often difficult to analyze and may 
not converge to the correct solution in a timely manner, if they converge at 
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all. As we shall see, the MMT algorithm solves these problems by reducing the 
dimensionality of the search space.

7.5.3.4  Asymptotic Properties of ML Estimators  MLE is used by MMT 
not only because it can be made computationally simple enough to be practical 
but also because ML estimators have desirable asymptotic properties (Asymp-
totic refers to the behavior of an estimator when the error becomes small. In 
GNSS, this occurs when E/N0 is sufficiently large.):

1. The ML estimate of a parameter asymptotically converges in probability 
to the true parameter value.

2. The ML estimate is asymptotically efficient; that is, the ratio of the vari-
ance of the estimation error to the Cramer–Rao bound approaches unity.

3. The ML estimate is asymptotically Gaussian.

7.5.3.5  The MMT Multipath Mitigation Algorithm  The MMT algorithm 
uses several mathematical techniques to solve what would otherwise be intrac-
table computational problems. The first of these is a nonlinear transformation 
on the multipath parameter space to permit rapid computation of a log-
likelihood function that has been partially maximized with respect to all of the 
multipath parameters except for the path delays. Thus, final maximization 
requires a search in only two dimensions for the two-path case, aided by accel-
eration techniques.

A new method of signal compression, described in Section 7.5.3.10, is used 
to transform the received signal into a very small vector on which MMT can 
operate very rapidly.

A major advantage of the MMT algorithm is that its performance improves 
with increasing E/N0, the ratio of signal energy E to noise power spectral 
density. This is not true for most GNSS multipath mitigation methods because 
their estimation error is in the form of an irreducible bias. Additionally, the 
MMT algorithm provides ML estimates of all parameters in the multipath 
model and can utilize known bounds on the magnitudes of the secondary 
paths, if available, to improve performance.

7.5.3.6  The MMT Baseband Signal Model  In the complex baseband signal 
r(t) given by Eq. 7.24, it is assumed that the signal has been Doppler-
compensated and stripped of the 50-bps navigation data modulation. In devel-
oping the MMT algorithm, it is useful to separate r(t) into its real component, 
x(t), and imaginary component, y(t):
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 (7.26)

where nx(t) and ny(t) are independent, real-valued, zero-mean Gaussian noise 
processes with flat power spectral density.
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7.5.3.7  Baseband  Signal  Vectors  The real and imaginary signal compo-
nents are synchronously sampled on [0, T] at the Nyquist rate 2W, correspond-
ing to the low-pass baseband bandwidth W, to produce the vectors

 
x x x x

y y y y
M

M

= ( )
= ( )




1 2

1 2

, , , ,

, , , ,

…
…

 (7.27)

in which the noise components of distinct samples are essentially uncorrelated 
(hence independent, since the noise is Gaussian).

7.5.3.8  The Log-Likelihood Function  The ML estimates of the six param-
eters in the vector θ  given by (Eq. 7.25) are obtained by maximizing the 
log-likelihood function with respect to these parameters. For MMT, the log-
likelihood function is
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where
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σ2  = noise variance of x(t) and y(t)
mk(τ1) = kth sample of m(t − τ1)
mk(τ2) = kth sample of m(t − τ2)

Replacing the summations in (Eq. 7.28) by integrals and utilizing the fact 
that C1 and −C2 are negative constants that do not depend on the multipath 
parameters, maximization of Eq. 7.28 is equivalent to minimization of
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with respect to the six multipath parameters. This is a highly coupled, nonlinear 
minimization problem on the 6D space spanned by the parameters A1, ϕ1, τ1, 
A2, ϕ2, and τ2. Standard minimization techniques such as a gradient search on 
this space or ad hoc iterative approaches are either unreliable or too slow to 
be useful.

however, a major breakthrough results by using the invertible transformation
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When this transformation is applied and the integrands in (Eq. 7.30) are 
expanded, the problem becomes one of minimizing
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Note that Γ in Eq. 7.32 is quadratic in a, b, c, and d, and uses the correlation 
functions
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Thus, minimization of Eq. 7.32 with respect to a, b, c, and d can be accom-
plished by taking partial derivatives with respect to these parameters, resulting 
in the linear system
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For each pair of values of τ1 and τ2, this linear system can be explicitly solved 
for the minimizing values of a, b, c, and d. Thus, the space to be searched for 
a minimum of (7.32) (i.e., Eq. 7.32) is now 2D instead of 6D. The minimization 
procedure is as follows. Search the (τ1, τ2) domain. At each point (τ1, τ2), 
compute the values of the correlation functions in the system (Eq. 7.34) and 
then solve the system to find the values of a, b, c, and d that minimize Γ at that 
point. Identify the point ˆ , ˆτ τ1 2( )ML  where the smallest of all such minima is 
obtained, as well as the associated minimizing values of a, b, c, and d. Transform 
these values of a, b, c, and d back to the estimates Â1ML, Â2ML, φ̂1ML, φ̂2ML by 
using the inverse of transformation (7.29), which is
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7.5.3.9  Secondary-Path  Amplitude  Constraint  In the majority of mul-
tipath scenarios, the amplitudes of secondary-path signals are smaller than that 
of the direct path. The multipath mitigation performance of MMT can be 
significantly improved by minimizing Γ in Eq. 7.32 subject to the constraint
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≤ α,  (7.36)

where α is a positive constant (a typical value is 0.7). The constraint in terms 
of the transformed parameters a, b, c, and d is

 b d a c2 2 2 2 2+ ≤ +( )α .  (7.37)

The constrained minimization of Eq. 7.32 uses the method of Lagrange 
multipliers.

7.5.3.10  Signal Compression  In the MMT algorithm, the correlation func-
tions Rxm(τ), Rym(τ), and Rmm(τ) defined by Eq. 7.33 and appearing in Eq. 7.34 
are computed very rapidly by first using a process called signal compression, 
in which the large number of signal samples (on the order of 108 − 109) that 
would normally be involved is reduced to only a few tens of samples (the exact 
number depends on which type of GNSS signal is being processed). This pro-
cessing is easily done in real time.

The correlation functions appearing in Eq. 7.33 have the form

 R r t m t dt
T

τ τ( ) = ( ) −( )∫ ,
0

 (7.38)

where r (t) is a given function and m(t) is a replica of the code modulation, 
which includes the effects of filtering in the satellite and receiver. The calcula-
tion of R(τ) in a conventional receiver is ordinarily not computationally 
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difficult because in such receivers, m(t) can be an ideal chipping sequence with 
only the values ±1, and the multiplications of samples of the integrand of Eq. 
7.36 then become trivial. Furthermore, conventional receivers track only the 
peak of the correlation function so that R(τ) needs to be computed for only 
a few values of τ (usually for early, punctual, and late correlations). however, 
the MMT algorithm cannot employ these simplifications. The function m(t) 
used by MMT must include the aforementioned effects of filtering, thus requir-
ing multibit multiplications (typically numbering in the millions) in the calcu-
lation of R(τ). Furthermore, R(τ) must be calculated for many values of τ to 
obtain high resolution for accurate estimation of direct-path delay in the pres-
ence of multipath.

These difficulties are circumvented by using signal compression. To simplify 
its description, we assume that the correlation function R(τ) in Eq. 7.36 is a 
cyclic correlation over one period T of the replica code m(t), in which m(t − τ) 
is a rotation by τ (right for positive τ and left for negative τ). however, com-
pression can be accomplished over an arbitrary interval of observation of the 
function r(t), in which many periods of a received PN code occur, and further-
more, the correlation function need not be cyclic.

A single period of replica code can be written as
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 (7.39)

where Tc is the duration of each chip, εk is the chip polarity (either +1 or −1), 
and N is the number of chips in one period of the code. The function c(t) is 
the response of the combined satellite and receiver filtering to a single ideal 
chip of the code. This ideal chip has a constant value of 1 on the interval 
0 ≤ t ≤ Tc. Because the filtering is linear and time invariant, it follows that m(t) 
is the filter response to the entire code sequence. The index k identifies the 
individual chips of the code, where k = 0 identifies the epoch chip, defined as 
the first chip of the chipping sequence.

The compressed signal �r t( ) is defined by 
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In this expression εkr(t − kTc) is r(t) weighted by εk and left-rotated by kTc. In 
GNSS applications, the compressed signal has the very nice property that 
essentially all of its energy (excluding noise) is concentrated into a pulse of 
one filtered chip in duration. This is made evident by noting that the received 
signal r(t) without multipath can be expressed as
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where a is the signal amplitude, τ0 is the signal delay, n(t) is noise, and all time 
shifts are rotations (i.e., cyclic over one code period). Substitution of this 
expression into (Eq. 7.40) gives
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where the double summation is the compressed signal component and the 
single summation is the compressed noise function �n t( ). The terms in the 
double summation can be grouped into N groups such that each group con-
tains N terms having the same value of k − j modulo N. Thus, �r t( ) will be the 
summation of N group sums plus �n t( ). The group sum corresponding to par-
ticular value p of k − j modulo N is c[t − τ0 + pTc] weighted by the sum of terms 
εjεk, which satisfy k − j = p modulo N. Since Tc is the duration of c(t) before 
filtering, it can be seen that �r t( ) consists of a concatenation of N weighted and 
translated copies of c(t), which do not overlap, except for a trailing transient 
from each copy due to filtering.

7.5.3.11  Properties of the Compressed Signal  If the number of chips N is 
sufficiently large (on the order of 103 or more), the autocorrelation function 
of the GNSS chipping sequence has the property that the group sums in which 
k − j ≠ 0 modulo N are negligible compared to the group sum in which k − j = 0 
modulo N. Furthermore, the sum of all of these small group sums is also neg-
ligible because the translations of the weighted copies of c(t) prevent the small 
group sums from accumulating to large values. Thus, to a very good approxi-
mation, the double summation in Eq. 7.42 is just the sum of the terms where 
k − j = 0 modulo N:
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This is a very significant result because it tells us that the compressed received 
signal is essentially just the single weighted filtered chip Nc t n−( ) +τ0 �  plus 
noise, with small “sidelobe” chips to either side. Furthermore, the compression 
process provides a processing gain of 10 log N dB. Since a receiver can measure 
the delay τ0, a window can be constructed that need be long enough only to 
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contain Nc(t − τ0), and the sidelobe chips as well as all noise outside this 
window can be rejected. The required length of the window is Tc + δ, where δ 
is large enough to accommodate the measurement uncertainty of τ0, the trail-
ing transient due to filtering, and any multipath components with delays larger 
than τ0 (almost certainly the only multipath components having significant 
amplitude are found within one chip of the direct-path delay). Thus, the 
window length is somewhat larger than the one-chip duration of the code, a 
quantity much smaller than the length T of the observed signal r(t), which 
must include all N chips of the code. It is because of this result that �r t( ) can 
justifiably be called a compressed signal. An illustration of the compressed 
signal is shown in Fig. 7.5.

If N is sufficiently large, the processing gain is great enough to make the 
compressed signal within the window visible with very little noise, so that small 
subtleties in the chip waveshape due to multipath or other causes can easily 
be seen. This property is very beneficial for signal integrity monitoring. It has 
been put to practical use in GNSS receivers sold by the NovAtel Corporation, 
which calls its implementation the vision correlator.

The compressed signal also enjoys a linearity property: If r(t) = a1r1(t) + a2r2(t), 
then � � �r t a r t a r t( ) = ( ) + ( )1 1 2 2 . The linearity property is essential for the MMT to 
properly process a multipath-corrupted signal.

7.5.3.12  The  Compression  Theorem  Most importantly, the compressed 
signal can be used to drastically reduce the amount of computation of the 
correlation function R(τ) in Eq. 7.38. The basis for this assertion is the follow-
ing theorem:

Fig. 7.5 Compression of the received signal.
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The correlation function

 R r t m t du
T
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 (7.44)

can be computed by the alternate method
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T
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.  (7.45)
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R r t m t dt

r t c t kT dt

T

k c

k

NT

k

τ τ

ε τ

ε

( ) = ( ) −( )

= ( ) − −( )









=

∫

∑∫
=

−

0

0

1

0

rr t c t kT dt

r u kT c u du u t kT

c

T

k

N

k c c

( ) − −( )

= +( ) −( ) = −

∫∑
=

−

τ

ε τ

00

1

using(( )

= +( )







 −( )

= ( ) −

∫∑

∑∫
=

−

=

−

00

1

0

1

0

T

k

N

k c

k

NT

r u kT c u du

r u c u

ε τ

τ� (( )


























∫ du

T

0

.  (7.46)

This theorem shows that R(τ) can be computed by cross correlating the com-
pressed signal �r t( ) with the very short function c(t). Furthermore, since we 
have already noted that the significant portion of �r t( ) also spans a short 
time interval, the region surrounding the correlation peak of R(τ) can be 
obtained with far less computation than the original correlation (Eq. 7.44). 
The bottom line is that the cross correlations in Eq. 7.33 used by MMT can 
be calculated very efficiently by using the compressed versions of the signals 
x(t), y(t), and m(t).

7.5.4 Performance of Time-Domain Methods

7.5.4.1  Ranging  with  the  C/A-Code  Typical C/A-code ranging perfor-
mance curves for several multipath mitigation approaches are shown in Fig. 
7.6 for the case of an in-phase secondary path with amplitude one-half that of 
the direct path. Even with the best available methods (other than MMT), peak 
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range errors of 3–6 m are not uncommon. It can be observed that the error 
tends to be largest for “close-in” multipath, where the separation of the two 
paths is on the order of 10 m. Indeed, this region poses the greatest challenge 
in multipath mitigation research because the extraction of direct-path delay 
from a signal with small direct/secondary-path separation is an ill-conditioned 
parameter estimation problem.

A serious limitation of most existing multipath mitigation algorithms is that 
the residual error is mostly in the form of a bias that cannot be removed by 
further filtering or averaging. on the other hand, the above mentioned MMT 
algorithm overcomes this limitation and also appears to have significantly 
better performance than other published algorithms, as is indicated by curve 
F of Fig. 7.6.

7.5.4.2  Carrier  Phase  Ranging  The presence of multipath also causes 
errors in estimating carrier phase, which limits the performance in surveying 
and other precision applications, particularly with regard to carrier phase 
ambiguity resolution. Not all current multipath mitigation algorithms are 
capable of reducing multipath-induced phase error. The most difficult situation 
occurs at small separations between the direct and secondary paths (less than 
a few meters). It can be shown that, under such conditions, essentially no miti-
gation is theoretically possible. Typical phase error curves for the MMT algo-
rithm, which appears to have the best performance of published methods, is 
shown in Fig. 7.7 [16].

Fig. 7.6 Performance of various multipath mitigation approaches.
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7.5.4.3  Testing  Receiver  Multipath  Performance  Conducting tests of 
receiver multipath mitigation performance on either an absolute or a com-
parative basis is often done in two ways. For very controlled and repeatable 
multipath error testing, an advanced GNSS simulator is used to represent an 
operational scenario whereby multiple signals (direct) and multipath are simu-
lated and fed into the GNSS receiver. The results can then be compared to 
the known simulated measurements and position of the user GNSS receiver.

Another way to perform multipath performance analysis is in the real opera-
tional environment of the receiver. This type of testing will evaluate the entire 
system and processing performed, i.e., antenna, receiver correlation, postcor-
relation processing. An analysis technique commonly referred to as a code-
minus-carrier (CMC) technique is used. This technique is most often applied to 
analyze the code multipath in a postprocessing fashion whereby the code mea-
surement is detrended by the carrier phase measurement and all other error 
sources are removed, except for the multipath to be analyzed. The predicted 
multipath error can then be used to analyze the performance of the GNSS 
receiver systems or compared with other prediction methods for validation.

7.6 THEORETICAL LIMITS FOR MULTIPATH MITIGATION

7.6.1 Estimation-Theoretic Methods

Relatively little has been published on multipath mitigation from the funda-
mental viewpoint of statistical estimation theory despite the power of its 

Fig. 7.7 Residual multipath phase error using MMT algorithm.
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methods and its ability to reach theoretical performance limits in many cases. 
Knowledge of such limits provides a valuable benchmark in receiver design 
by permitting an accurate assessment of the potential payoff in developing 
techniques that are better than those in current use. of equal importance is 
the revelation of the signal processing operations that can reach performance 
bounds. Although it may not be feasible to implement the processing directly, 
its revelation often leads to a practical method that achieves nearly the same 
performance.

7.6.1.1  Optimality Criteria  In discussing theoretical performance limits, it 
is important to define the criterion of optimality. In GPS, the optimal range 
estimator is traditionally considered to be the minimum-variance unbiased 
estimator (MVUE), which can be realized by properly designed receivers. 
however, in Ref. 20, it is shown that the standard deviation of a MVUE designed 
for multipath becomes infinite as the primary-to-secondary-path separation 
approaches zero. For this reason, it seems that a better criterion of optimality 
would be the minimum root mean square RMS error, which can include both 
random and bias components. Unfortunately, it can be shown that no estimator 
exists having minimum RMS error for every combination of true multipath 
parameters.

7.6.2 Minimum Mean-Squared Error (MMSE) Estimator

There is an estimator that can be claimed optimal in a weaker sense. The 
MMSE estimator has the property that no other estimator has a uniformly 
smaller RMS error. In other words, if some other estimator has smaller RMS 
error than the MMSE estimator for some set of true multipath parameter 
values, then that estimator must have a larger RMS error than the MMSE 
estimator for some other set of values.

The MMSE estimator also has an important advantage not possessed by 
most current multipath mitigation methods in that the RMS error decreases 
as the length of the signal observation interval is increased.

7.6.3 Multipath Modeling Errors

Although a properly designed estimation-theoretic approach such as the 
MMSE estimator will generally outperform other methods, the design of such 
estimators requires a mathematical model of the multipath-contaminated 
signal containing parameters to be estimated. If the actual signal departs from 
the assumed model, performance degradation can occur. For example, if the 
model contains only two signal propagation paths but in reality the signal is 
arriving via three or more paths, large bias errors in range estimation can 
result. on the other hand, poorer performance (usually in the form of random 
error cause by noise) can also occur if the model has too many degrees of 
freedom. Striking the right balance in the number of parameters in the model 
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can be difficult if little information exists about the multipath reflection 
geometry.

7.7 EPHEMERIS DATA ERRORS

Small errors in the ephemeris data transmitted by each satellite cause corre-
sponding errors in the computed position of the satellite (here we exclude the 
ephemeris error component of SA, which is regarded as a separate error 
source). Satellite ephemerides are determined by the master control station 
of the GNSS ground segment based on monitoring of individual signals by 
four monitoring stations. Because the locations of these stations are known 
precisely, an “inverted” positioning process can calculate the orbital parame-
ters of the satellites as if they were users. This process is aided by precision 
clocks at the monitoring stations and by tracking over long periods of time 
with optimal filter processing. Based on the orbital parameter estimates thus 
obtained, the master control station uploads the ephemeris data to each satel-
lite, which then transmits the data to users via the navigation data message. 
Errors in satellite position when calculated from the ephemeris data typically 
result in range errors on the order of 1–2 m. Improvements in satellite tracking 
will undoubtedly reduce this error further.

7.8 ONBOARD CLOCK ERRORS

Timing of the signal transmission from each satellite is directly controlled by 
its own atomic clock without any corrections applied. This time frame is called 
space vehicle (SV) time. A schematic of a rubidium atomic clock is shown in 
Fig. 7.8. Although the atomic clocks in the satellites are highly accurate, errors 
can be large enough to require correction. Correction is needed partly because 
it would be difficult to directly synchronize the clocks closely in all the satel-
lites. Instead, the clocks are allowed some degree of relative drift that is esti-
mated by ground station observations and is used to generate clock correction 
data in the GNSS navigation message. When SV time is corrected using this 
data, the result is called GNSS time. The time of transmission used in calculat-
ing pseudoranges must be GNSS time, which is common to all satellites.

The onboard clock error is typically less than 1 ms and varies slowly. This 
permits the correction to be specified by a quadratic polynomial in time whose 
coefficients are transmitted in the navigation message. The correction has the 
form

 ∆ ∆t a a t t a t t tf f oc f ocsv sv sv r= + −( ) + −( ) +0 1 2
2 ,  (7.47)

with

 t t tGNSS sv sv= − ∆ ,  (7.48)
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where af0, af1, af2 are the correction coefficients, tsv is SV time, and Δtr is a small 
relativistic clock correction caused by the orbital eccentricity. The clock data 
reference time toc, in seconds is broadcast in the navigation data message. The 
stability of the atomic clocks permits the polynomial correction given by Eq. 
7.47 to be valid over a time interval of 4–6 h. After the correction has been 
applied, the residual error in GNSS time is typically less than a few nanosec-
onds, or about 1 m in range. Complete calculations of GNSS time are given as 
exercises in Chapter 4, Section 4.1.3.4.

7.9 RECEIVER CLOCK ERRORS

Because the navigation solution includes a solution for receiver clock error, 
the requirements for accuracy of receiver clocks is far less stringent than for 
GNSS satellite clocks. In fact, for receiver clocks, short-term stability over the 
pseudorange measurement period is usually more important than absolute 
frequency accuracy. In almost all cases, such clocks are quartz crystal oscilla-
tors with absolute accuracies in the 1- to 10-ppm range over typical operating 
temperature ranges. When properly designed, such oscillators typically have 
stabilities of 0.01–0.05 ppm over a period of a few seconds.

Fig. 7.8 Schematic of a rubidium atomic clock. RF, radio frequency.
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Receivers that incorporate receiver clock error in the Kalman filter state 
vector need a suitable mathematical model of the crystal clock error. A typical 
model in the continuous-time domain is shown in Fig. 7.9, which is easily 
changed to a discrete version for the Kalman filter. In this model, the clock 
error consists of a bias (frequency) component and a drift (time) component. 
The frequency error component is modeled as a random walk produced by 
integrated white noise. The time error component is modeled as the integral 
of the frequency error after additional white noise (statistically independent 
from that causing the frequency error) has been added to the latter. In the 
model, the key parameters that need to be specified are the power spectral 
densities of the two noise sources, which depend on characteristics of the 
specific crystal oscillator used.

The continuous-time model has the form

 �x w1 1= ,  (7.49)

 �x x w2 1 2= + ,  (7.50)

where w1(t) and w2(t) are independent zero-mean white-noise processes with 
known variances.

The equivalent discrete-time model has the state vector

 x = 
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x
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2

,  (7.51)

and the stochastic sequence model
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,  (7.52)

where Δt is the discrete-time step and {w1,k−1}, {w2,k−1} are independent zero-
mean white-noise sequences with known variances.

Fig. 7.9 Crystal clock error model.
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7.10 SA ERRORS

Prior to May 1, 2000, SA was a mechanism adopted by the Department of 
Defense (DoD) to control the achievable navigation accuracy by nonmili-
tary GPS receivers. In the GPS SPS mode, the SA errors were specified to 
degrade navigation solution accuracy to 100 m (2D RMS) horizontally and 
156 m (RMS) vertically. on May 1, 2000, the President of the United States 
announced the decision to discontinue this intentional degradation of GPS 
signals available to the public. The decision to discontinue SA was coupled 
with continuing efforts to upgrade the military utility of systems using GPS 
and was supported by threat assessments that concluded that setting SA to 
zero would have minimal impact on U.S. national security. The decision was 
part of an ongoing effort to make GPS more responsive to civil and commer-
cial users worldwide.

7.11 ERROR BUDGETS

For purposes of analyzing the effects of the errors discussed above, it is con-
venient to convert each error into an equivalent range error experienced by 
a user, which is called the user-equivalent range error (UERE). In general, the 
errors from different sources will have different statistical properties. For 
example, satellite clock and ephemeris errors tend to vary slowly with time 
and appear as biases over moderately long time intervals, perhaps hours. on 
the other hand, errors due to receiver noise and quantization effects may vary 
much more rapidly, perhaps within seconds. Nonetheless, if sufficiently long 
time durations over many navigation scenarios are considered, all errors can 
be considered as zero-mean random processes that can be combined to form 
a single UERE. This is accomplished by forming the root sum square (RSS) 
of the UERE errors from all sources:

 UERE UERE= ( )
=
∑ .i
i

n
2

1

 (7.53)

Figure 7.10 depicts the various GPS UERE errors and their combined effect 
for both C/A-code and P(Y)-code navigation at the 1 − σ level.

The UERE for the C/A-code user is typically about 19 m. It can be seen 
that, for such a user, the dominant error sources in non differential operations 
are multipath, receiver noise/resolution, and ionospheric and tropospheric 
delay (however, recent advances in receiver technology have in some cases 
significantly reduced receiver noise/resolution errors). on the other hand, the 
P(Y)-code user has a significantly smaller UERE of about 6 m for the follow-
ing reasons:
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1. The full use of the L1 and L2 signals permits significant reduction of 
ionospheric error.

2. The wider bandwidth of the P(Y)-codes greatly reduces errors due to 
multipath and receiver noise.

PROBLEMS

7.1 Using the values provided for Klobuchar’s model in Section 7.2.1, calcu-
late the ionospheric delay and plot the results.

7.2 Assume that a direct-path GNSS L1 C/A-code signal arrives with a phase 
such that all of the signal power lies in the baseband I channel, so that 
the baseband signal is purely real. Further assume an infinite signal band-
width so that the cross correlation of the baseband signal with an ideal 
C/A reference code waveform will be an isosceles triangle 600 m wide at 
the base.

(a) Suppose that in addition to the direct-path signal there is a secondary-
path signal arriving with a relative time delay of precisely 250 L1 
carrier cycles (so that it is in phase with the direct-path signal) and 
with an amplitude one-half that of the direct path. Calculate the pseu-
dorange error that would result, including its sign, under noiseless 

Fig. 7.10 GPS UERE budget.
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conditions. Assume that pseudorange is measured with a delay-lock 
loop using 0.1-chip spacing between the early and late reference codes. 
(Hint: The resulting cross-correlation function is the superposition of 
the cross-correlation functions of the direct- and secondary-path 
signals.)

(b) Repeat the calculations of part (a) but with a secondary-path relative 
time delay of precisely 250.5 carrier cycles. Note that in this case, the 
secondary-path phase is 180° out of phase with the direct-path signal 
but still lies entirely in the baseband I channel.

7.3 (a) Using the discrete matrix version of the receiver clock model given 
by Eq. 7.52, find the standard deviation σw1 of the white-noise sequence 
w1,k needed in the model to produce a frequency standard deviation 
σx1 of 1 hz after 10 min of continuous oscillator operation. Assume 
that the initial frequency error at t = 0 is zero and that the discrete-
time step Δt is 1 s.

(b) Using the assumptions and the value of σw1 found in part (a), find the 
standard deviation σx2 of the bias error after 10 min. Assume that 
σw2 = 0

(c) Show that σx1 and σx2 approach infinity as the time t approaches 
infinity. Will this cause any problems in the development of a  
Kalman filter that includes estimates of the clock frequency and  
bias error?

7.4 The peak electron density in the ionosphere occurs in a height range of

(a) 50–100 km

(b) 250–400 km

(c) 500–700 km

(d) 800–1000 km.

7.5 The refractive index of the gaseous mass in the troposphere is

(a) Slightly higher than unity

(b) Slightly lower than unity

(c) Unity

(d) Zero.

7.6 If the range measurements for two simultaneously tracking satellites in a 
receiver are differenced, then the differenced measurement will be free of

(a) receiver clock error only

(b) satellite clock error and orbital error only
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(c) ionospheric delay error and tropospheric delay error only

(d) ionospheric delay error, tropospheric delay error, satellite clock 
error, and orbital error only.

7.7 Zero baseline test (code) can be performed to estimate

(a) receiver noise and multipath

(b) receiver noise

(c) receiver noise, multipath, and atmospheric delay errors

(d) none of the above.

7.8 What are the purposes of SA and antispoofing (AS)?

7.9 Derive the multipath formula equivalent to Eq. 7.23 for L2 using the 
same notation as in Eq. 7.17.

7.10 Calculate the ionospheric delay using dual-frequency carrier phases.
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8.1 INTRODUCTION

Differential global navigation satellite system (differential GNSS [DGNSS]) is 
a technique for reducing the error in GNSS-derived positions by using addi-
tional data from a reference GNSS receiver at a known location. The most 
common form of DGNSS involves determining the combined effects of navi-
gation message ephemeris and satellite clock errors (including the effects of 
propagation) at a reference station and transmitting corrections, in real time, 
to a user’s receiver. The receiver applies the corrections in the process of 
determining its position [1]. These include corrections for satellite ephemeris, 
clock errors, and atmospheric delay errors. Still other error sources cannot be 
corrected with DGNSS, that is, multipath errors and user receiver errors.

While there are various ways to implement DGNSS, most can be catego-
rized as correction-based DGNSS and measurement/relative-based DGNSS. 
Correction-based DGNSS typically involves a reference/monitor station that 
is most often fixed and surveyed, whereby pseudorange corrections are gener-
ated with respect to the “true range” from the reference station to the space 
vehicle (SV). When all of the error terms are put into a single correction, per 
SV, and matched with the ephemeris set, it is often referred to as a lumped 
pseudorange correction. Some correction-based DGNSS architectures decom-
pose the error sources and provide corrections for specific error terms (e.g., 
orbit, ionosphere). In measurement/relative-based DGNSS architectures, the 
emphasis is to send monitor/reference station measurements to the rover so 
that the user can perform difference processing and solve for the relative range 
vector (i.e., baseline) between the reference station and the mobile user.
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8.2 DESCRIPTIONS OF LOCAL-AREA DIFFERENTIAL GNSS 
(LADGNSS), WIDE-AREA DIFFERENTIAL GNSS (WADGNSS),  
AND SPACE-BASED AUGMENTATION SYSTEM (SBAS)

8.2.1 LADGNSS

lADGNSS is a form of differential GNSS (DGNSS) in which the user’s GNSS 
receiver receives real-time pseudorange and, possibly, carrier phase correc-
tions from a reference receiver generally located within the line of sight (lOS). 
The corrections account for the combined effects of navigation message 
ephemeris and satellite clock errors (including the effects of SA) and, usually, 
atmospheric propagation delay errors at the reference station. With the 
assumption that these errors are also common to the measurements made by 
the user’s receiver, the application of the corrections will result in more accu-
rate position solutions. [2].

8.2.2 WADGNSS

WADGNSS is a form of DGNSS in which the user’s GNSS receiver receives  
corrections determined from a network of reference stations distributed over 
a wide geographic area. Separate corrections are usually determined for spe-
cific error sources, such as satellite clock, ionospheric propagation delay, and 
ephemeris. The corrections are applied in the user’s receiver or attached com-
puter in computing the receiver’s position solutions. The corrections are typi-
cally supplied in real time by way of a geostationary communications satellite 
or through a network of ground-based transmitters. Corrections may also be 
provided at a later date for postprocessing collected data [2].

8.2.3 SBAS

8.2.3.1  Wide-Area Augmentation  System  (WAAS)  WAAS enhances the 
GPS SPS and is available over a wide geographic area. The WAAS, developed 
by the federal Aviation Administration (fAA) together with other agencies, 
provides WADGPS corrections, additional ranging signals from geostationary 
(geostationary earth orbit [GEO]) satellites, and integrity data on the GPS 
and GEO satellites [2]. Improvements to WAAS are still being made by ray-
theon under a contract from the fAA. This section includes the latest improve-
ments to WAAS with two new GEOs owned by the fAA and a third GEO 
leased from Inmarsat [3,4].

The fAA is currently in Phase III of WAAS. Significant technical modifica-
tions include development of an engineering model reference receiver that is 
l1C, l2C, and l5 capable, improved WAAS processing for ionospheric esti-
mation, scintillation robustness, and signal quality (evil waveform) monitoring, 
and incorporation of additional geostationary satellites and associated ground 
facilities. WAAS is also preparing for the start of Phase IV—Dual frequency 
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Operations. The fAA intends to replace the use of the GPS l2 P(Y) semicode-
less signal with the use of the GPS l5 civil signal since Department of Defense 
(DOD) support of GPS l2 codeless/semicodeless capability is likely to be 
discontinued in 2020. In addition to the WAAS ground system transition from 
l2 to the l5 civil signal in WAAS Phase IV, the fAA also plans to introduce 
a new dual frequency SBAS navigation service, while retaining legacy single-
frequency user services.

Each GEO uplink subsystem (GUS) includes a closed-loop control algo-
rithm and special signal generator (SigGen) hardware. These ensure that the 
downlink signal to the users is controlled adequately to be used as a ranging 
source to supplement the GPS satellites in view.

The primary mission of WAAS is to provide a means for air navigation for 
all phases of flight in the National Airspace System (NAS) from departure, en 
route, arrival, and through approach. GPS augmented by WAAS offers the 
capability for both nonprecision approach (NPA) and precision approach 
(PA) within a specific service volume. A secondary mission of the WAAS is to 
provide a WAAS network time (WNT) offset between the WNT and Coordi-
nated Universal Time (UTC) for non-navigation users.

WAAS provides improved en route navigation and PA capability to WAAS-
certified avionics. The safety critical WAAS system consists of the equipment 
and software necessary to augment the DOD-provided GPS SPS. WAAS 
provides a signal in space (SIS) to WAAS-certified aircraft avionics using the 
WAAS for any fAA-approved phase of flight. The SIS provides two services: 
(1) data on GPS and GEO satellites and (2) a ranging capability.

The GPS satellite data are received and processed at widely dispersed wide-
area reference stations (WrSs), which are strategically located to provide 
coverage over the required WAAS service volume. Data are forwarded to 
wide-area master stations (WMSs), which process the data from multiple 
WrSs to determine the integrity, differential corrections, and residual errors 
for each monitored satellite and for each predetermined ionospheric grid 
point (IGP). Multiple WMSs are provided to eliminate single-point failures 
within the WAAS network. Information from all WMSs is sent to each GUS 
and uplinked along with the GEO navigation message to GEO satellites. The 
GEO satellites downlink these data to the users via the GPS SPS l-band 
ranging signal (l1) frequency with GPS-type modulation. Each ground-based 
station/subsystem communicates via a terrestrial communications subsystem 
(TCS) (see fig. 8.1).

In addition to providing augmented GPS data to the users, WAAS verifies 
its own integrity and takes any necessary action to ensure that the system 
meets the WAAS performance requirements. WAAS also has a system opera-
tion and maintenance function that provides status and related maintenance 
information to fAA airway facilities (Afs) NAS personnel.

Correction and verification (C&V) processes data from all WrSs to deter-
mine integrity, differential corrections, satellite orbits, and residual error 
bounds for each monitored satellite. It also determines ionospheric vertical 
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delays and their residual error bounds at each of the IGPs. C&V schedules 
and formats WAAS messages and forwards them to the GUSs for broadcast 
to the GEO satellites.

C&V’s capabilities are as follows:

1. Control C&V operations and maintenance (COM) supports the transfer 
of files, performs remotely initiated software configuration checks, and 
accepts requests to start and stop execution of the C&V application 
software.

2. Control C&V modes manage mode transitions in the C&V subsystem 
while the application software is running.

3. Monitor C&V (MCV) reports line replaceable unit (lrU) faults and 
configuration status. In addition, it monitors software processes and pro-
vides performance data for the local C&V subsystems.

4. Process input data (PID) selects and monitors data from the wide-area 
reference equipment (WrEs). Data that pass PID screening are repack-
aged for other C&V capabilities. PID performs clock and l1 GPS Precise 
Positioning Service l-band ranging signal (l2) receiver bias calculations, 
cycle slip detection, outlier detection, data smoothing, and data monitor-
ing. In addition, PID calculates and applies the windup correction to the 
carrier phase, accumulates data to estimate the pseudorange to carrier 
phase bias, and computes the ionosphere corrected carrier phase and 
measured slant delay.

Fig. 8.1 WAAS top-level view.
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5. Satellite Orbit Determination (SOD) determines the GPS and GEO 
satellite orbits and clock offsets, WrE receiver clock offsets, and tropo-
sphere delay.

6. Ionosphere Correction Computation (ICC) determines the l1 IGP ver-
tical delays, grid ionosphere vertical error (GIVE) for all defined IGPs, 
and l1–l2 interfrequency bias for each satellite transmitter and each 
WrS receiver.

7. Satellite Correction Processing (SCP) determines the fast and long-term 
satellite corrections, including the user differential range error (UDrE). 
It determines the WNT and the GEO and WNT clock steering com-
mands [3].

8. Independent Data Verification (IDV) compares satellite corrections, 
GEO navigation data, and ionospheric corrections from two indepen-
dent computational sources, and if the comparisons are within limits, one 
source is selected from which to build the WAAS messages. If the com-
parisons are not within limits, various responses may occur, depending 
on the data being compared, all the way from alarms being generated to 
the C&V being faulted.

9. Message Output Processing (MOP) transmits messages containing inde-
pendently verified results of C&V calculations to the GUS processing 
(GP) for broadcast.

10. C&V Playback (PlB) processes the playback data that have been 
recorded by the other C&V capabilities.

11. Integrity Data Monitoring (IDM) checks both the broadcast and the 
to-be-broadcast UDrEs and GIVEs to ensure that they are properly 
bounding their errors. In addition, it monitors and validates that the 
broadcast messages are sent correctly. It also performs the WAAS time-
to-alarm validation [5, 6].

WRS Algorithms Each WrS collects raw pseudorange (Pr) and accumu-
lated Doppler range (ADr) measurements from GPS and GEO satellites 
selected for tracking. Each WrS performs smoothing on the measurements 
and corrects for atmospheric effects, that is, ionospheric and tropospheric 
delays. These smoothed and atmospherically corrected measurements are pro-
vided to the WMS.

WMS Foreground (Fast) Algorithms The WMS foreground algorithms are 
applicable to real-time processing functions, specifically the computation of 
fast correction, determination of satellite integrity status, and WAAS message 
formatting. This processing is done at a 1-Hz rate.

WMS Background (Slow) Algorithms The WMS background processing con-
sists of algorithms that estimate slowly varying parameters. These algorithms 
consist of WrS clock error estimation, grid ionospecific delay computation, 
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broadcast ephemeris computation, SOD, satellite ephemeris error computa-
tion, and satellite visibility computation.

IDV and Validation Algorithms This includes a set of WrS and at least one 
WMS, which enable monitoring the integrity status of GPS and the determina-
tion of wide-area DGPS correction data. Each WrS has three dual-frequency 
GPS receivers to provide parallel sets of measurement data. The presence of 
parallel data streams enables independent data verification and validation 
(IDV&V) to be employed to ensure the integrity of GPS data and their cor-
rections in the WAAS messages broadcast via one or more GEOs. With 
IDV&V active, the WMS applies the corrections computed from one stream 
to the data from the other stream to provide verification of the corrections 
prior to transmission. The primary data stream is also used for the validation 
phase to check the active (already broadcast) correction and to monitor their 
SIS performance. These algorithms are continually being improved [5, 7–11].

8.2.3.2  European Global Navigation Overlay System (EGNOS)  EGNOS 
is a joint project of the European Space Agency, the European Commission, 
and the European Organization for the Safety of Air Navigation (Eurocon-
trol). Its primary service area is the European Civil Aviation Conference 
(ECAC) region. However, several extensions of its service area to adjacent 
and more remote areas are under study. An overview of the EGNOS system 
architecture is presented in fig. 8.2, where

[rIMS] are the ranging and Integrity Monitoring Stations
[MCC] is the Mission and Control Center
[NlES] are the Navigation land Earth Stations.
[PACf] is the Performance Assessment and Checkout facility

Fig. 8.2 European Global Navigation Overlay System architecture.
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[DVP] is the Development and Verification Platform
[ASQf] is the Application-Specific Qualification facility
[EWAN] is the EGNOS Wide Area (communication) Network

8.2.3.3  Other SBAS  Service areas of current and future SBAS systems are 
mapped in fig. 8.3, and the acronyms are listed in Table 8.1.

8.3 GEO WITH L1L5 SIGNALS

The SBAS uses GEO satellites to relay correction and integrity information 
to users. A secondary use of the GEO signal is to provide users with a GPS-
like ranging source. The ranging signal is generated on the ground and pro-
vided via C-band uplink to the GEO, where the navigation payload translates 

TABLE 8.1. Worldwide SBAS System Coverage

Country Acronym Title

United States WAAS Wide-Area Augmentation System
Europe EGNOS European Geostationary Navigation Overlay System
Japan MSAS MTSAT Satellite-Based Augmentation System
Canada CWAAS Canadian Wide-Area Augmentation System
China SNAS Satellite Navigation Augmentation System
India GAGAN GPS & GEO Augmented Navigation

Fig. 8.3 Current and planned SBAS service areas.
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the uplinked signal to an l1 downlink frequency. The GEO incorporates an 
additional C-band downlink to provide ionospheric delay observations to the 
GEO uplink ground station. The GEO Communication and Control Segment 
(GCCS) is a second-generation satellite and uplink subsystem that adds new 
l1l5 GEOs and ground stations to SBAS (fig. 8.4).

A key feature of GCCS is the addition of a second independently gener-
ated and controlled uplink signal. In contrast to SBAS, which uplinks and 
controls a single C-band signal, GCCS uplinks two independent C-band signals, 
which are translated to l1 and l5 downlink signals. Closed-loop control of 
the GEO’s l1 and l5 broadcast signals in space is necessary to ensure that 
the algorithms compensate for various sources of uplink divergence between  
the code and carrier, including uplink ionospheric delay, uplink Doppler, and 
divergence due to carrier frequency translation errors induced by the GEO’s 
transponder.

raytheon Company has developed a subsystem for GCCS uplink signal 
generation under a subcontract to lockheed Martin. GCCS added new GEOs 
to the SBAS, which raytheon developed under contract with the fAA. SBAS 
is a GPS-based navigation system that is intended to become the primary 
navigational aid for aviation during all phases of flight.

The SBAS makes use of a network of WrSs distributed throughout the 
United States. These reference stations collect pseudorange measurements 
and send them to the SBAS WMSs. The master stations process the data to 
provide correction and integrity information for each GEO and GPS satellite 
in view. The corrections information includes satellite ephemeris errors, clock 
bias, and ionospheric estimation data. The corrections from the WMS are sent 
to the GUS for uplink to the GEO.

The GUS receives SBAS messages from the WMS, adds forward error cor-
rection (fEC) encoding, and transmits the messages via C-band uplink to the 
GEO satellite for broadcast to SBAS users. The GUS uplink signal uses the 
GPS standard positioning service waveform (C/A code, binary phase-shift 
keying [BPSK] modulation); however, the data rate is higher (250 bps). The 
250 bits of data are encoded with a one-half rate convolutional code, resulting 
in a 500-sps transmission rate.

A key feature of GCCS is that satellite broadcasts are available at both the 
GPS l1 and l5 frequencies. Unlike the early designs for SBAS broadcasts, 
which utilize a single uplink signal frequency translated into two downlinks, 
GCCS uplinks two independent C-band signals, which the transponder trans-
lates in frequency and broadcasts as independent l1 and l5 downlink signals. 
figure 8.4 provides a top-level view of the GCCS architecture.

for the l1 loop, each symbol is modulated by the C/A code, a 1.023 × 106-
cps pseudorandom sequence to provide a spread-spectrum signal. This signal 
is then BPSK modulated by the GUS onto an intermediate frequency (If) 
carrier, up-converted to a C-band frequency, and uplinked to the GEO. The 
satellite’s navigation transponder translates the signal in frequency to an 
l-band (GPS l1) downlink frequency. The GUS monitors the l1 downlink 
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signal from the GEO to provide closed-loop control of the code and l1 carrier. 
When properly controlled, the SBAS GEO provides ranging signals, as well 
as GPS corrections and integrity data, to end users.

The l5 spread-spectrum signal is generated by modulating each message 
symbol with a 10.23 × 106-cps pseudorandom code, which is an order of mag-
nitude longer than that of the l1 C/A-code. As with l1, the l5 signal is then 
BPSK modulated onto an If carrier, up-converted to a C-band frequency, and 
uplinked to the GEO. The GEO transponder will independently translate the 
second uplink signal to the l-band for broadcast to SBAS end users. Use of 
two independent broadcast signals creates unique challenges in estimating 
biases and maintaining coherency between the two signals.

An important aspect of the downlink signals is coherence between the code 
and carrier frequency. To ensure code-carrier coherency, closed-loop control 
algorithms, implemented in the safety computer’s SBAS message processors 
WAAS Message Processors (WMPs), are used to maintain the code chipping 
rate and carrier frequency of the received l1 signal at a constant ratio of 
1:1540. The second l-band (l5) downlink is used by the control algorithms to 
estimate and correct for ionospheric delay on the uplink signal. Control algo-
rithms also correct for other uplink effects such as Doppler, equipment delays, 
and transponder offsets in order to maintain the correct Doppler and iono-
spheric divergence as observed by the user.

Closed-loop control of each signal is required to maintain coherence 
between its code and carrier frequency, as described above. With two indepen-
dent signal paths, it is also required that coherence between the two carriers 

Fig. 8.4 GCCS top-level view. TlT = Test loop Translator; KPA = Klystron Power 
Amplifier; lINCS = local Information Network Communication System; TCN =  
Terrestrial Communication Network; rf = radio frequency.
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be maintained for correct ionospheric delay estimation. The control-loop algo-
rithms “precorrect” the code phase, carrier phase, and carrier frequency of the 
l1 and l5 signals to remove uplink effects such as ionospheric delays, uplink 
Doppler, equipment delays, and frequency offsets. In addition, differential 
biases between the l1 and l5 signals must be estimated and corrected.

Each control algorithm contains two Kalman filters and two control loops. 
One Kalman filter estimates the ionospheric delay and its rate of change from 
l1 and l5 pseudorange measurements. The second Kalman filter estimates 
range, range rate, range acceleration, and acceleration rate from raw pseudo-
range measurements. range estimates are adjusted for ionospheric delay, as 
estimated by the first Kalman filter. Each code control loop generates a code 
chip rate command and chip acceleration command to compensate for uplink 
ionospheric delay and for the uplink Doppler effect. Each frequency control 
loop generates a carrier frequency command and a frequency rate command. 
A final estimator is used to calculate bias between the l1 and l5 signals.

results of laboratory tests utilizing live l1l5 hardware elements and simu-
lated satellite effects follow.

8.3.1 GEO Uplink Subsystem Type 1 (GUST) Control Loop Overview

The primary GUST control loop functional block diagram is shown in fig. 8.5. 
The backup GUST control loop is similar to the primary GUST control loop 
except that the uplink signal is radiated into a dummy load. The operation of 
the backup GUST control loop is different from the primary GUST because 
of the latter.

Fig. 8.5 Primary GUST control loop functional block diagram.
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Each of the l1 and l5 control loops in the primary GUST consists of an 
iono Kalman filter, a range Kalman filter, a code control function, and a fre-
quency control function. In addition, there is an l1l5 bias estimation function. 
These control loop functions reside inside the safety computer. The external 
inputs to the control loop algorithm are the pseudorange, carrier phase, 
Doppler, and carrier-to-noise ratio from the receiver.

8.3.1.1  Ionospheric  Kalman  Filters  The l1 and l5 ionospheric (iono) 
Kalman filters are two-state filters:

 x = 





iono delay

iono delay rate
.

During every 1-s timeframe in the safety computer, the ionospheric Kalman 
filter states and the covariance are propagated. The equations for Kalman filter 
propagation are given in Chapter 10, Table 10.1.

The l1 filter measurement is formulated as follows:

 z
d d= −( ) − −( )

−( ) ( )
ρ ρRL L RL L

L freq L freq
1 1 5 5

2 21 1 5/
,

where ρrl1 is the l1 pseudorange, ρrl5 is the l5 pseudorange, dl1 and dl5 are 
the predetermined l1 and l5 downlink path hardware delays, l5freq is the 
l1 nominal frequency of 1575.42 MHz, and l5freq is the l5 nominal fre-
quency of 1176.45 MHz.

The l5 ionospheric Kalman filter design is similar to that for l1, with the 
filter measurement as follows:

 z
d= −( ) − −( )

( ) ( ) −
ρ ρRL L RL Ld

L freq L freq
1 1 5 5

2 25 1 1/
.  (8.1)

8.3.1.2  Range Kalman Filter  The l1 and l5 range Kalman filters use four 
state variables:

 x =


















def

range

range rate

acceleration

acceleration rate

.  (8.2)

During every 1-s timeframe in the safety computer, the range Kalman filter 
states and their covariance of uncertainty are propagated (predicted) in the 
Kalman filter.

After the filter propagation, if l1 pseudorange is valid, the l1 range esti-
mate and covariance are updated in the Kalman filter using the l1 pseudor-
ange measurement correction. likewise, if l5 pseudorange is valid, the l5 
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range estimate and covariance are updated in the Kalman filter using the l5 
pseudorange measurement correction.

The l1 range Kalman filter measurement is

 z d I= − −ρRL L L1 1 1,

where ρrl1 is the l1 pseudorange, dl1is the predetermined l1 downlink path 
hardware delays, and Il1 is the l1 ionospheric delay estimate.

likewise, the l5 range Kalman filter measurement is

 z d I= − −ρRL L L1 1 1,

where ρrl5 is the l5 pseudorange, dl5 is the predetermined l5 downlink path 
hardware delays, and Il5 is the l5 ionospheric delay estimate. The required 
Kalman filter equations are given in Table 10.1.

8.3.1.3  Code  Control  Function  The l1 and l5 code control functions 
compute the corresponding code chip rate commands and the chip accelera-
tion commands to be sent to the signal generator. The signal generator adjusts 
its l1 and l5 chip rates according to these commands. The purpose of code 
control is to compensate for any initial GEO range estimation error, the iono 
delay on the uplink C-band signal, and the Doppler effects due to the GEO 
movement on the uplink signal code chip rate. This compensation will ensure 
that the GEO signal code phase deviation is within the required limit.

The receiver and signal generator timing 1-pps (pulse per second) errors 
also affect the GEO signal code phase deviation. These errors are compen-
sated separately by the clock steering algorithm [12].

Measurement errors in the predetermined hardware delays of the two 
signal paths (both uplink and downlink) will result in additional code phase 
deviation for the GEO signal due to the closed-loop control. This additional 
code phase deviation will be interpreted as GEO satellite clock error by the 
master station’s GEO orbit determination (OD). Since the clock steering 
algorithm will use the SBAS broadcast type 9 message GEO clock offset as 
part of the input to the clock steering controller [12], the additional code phase 
deviation due to common measurement errors will be compensated for by the 
clock steering function.

There are several inputs to the code control function: the uplink range, the 
projected range of the GEO for the next 1-s timeframe, the estimated iono 
delay, and so on. The uplink range is the integration of the commanded chip 
rate, and this integration is performed in the safety computer. The commanded 
chip acceleration is computed on the basis of the estimated acceleration from 
the Kalman filter (see Table 10.1).

8.3.1.4  Frequency  Control  Function  The l1 and l5 frequency control 
functions compute the corresponding carrier frequency commands and the 
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frequency change rate (acceleration) commands to be sent to the signal gen-
erator. The signal generator adjusts the l1 and l5 If outputs according to 
these commands. The purpose of frequency control is to compensate for the 
Doppler effects due to the GEO movement on the carrier of the uplink signal, 
the effect of iono rate on the uplink carrier, and the frequency offset of the 
GEO transponders. This function also continuously estimates the GEO tran-
sponder offset, which could drift during the lifetime of the GEO satellite.

8.3.1.5  L1L5 Bias Estimation Function  This function estimates the bias 
between the l1 and l5 that is due to differential measurement errors in the 
predetermined hardware delays of the two signal paths. If not estimated  
and compensated, the bias between l1 and l5 will be indistinguishable from 
iono delay, as shown in the equations below. l1 and l5 pseudorange can be 
expressed as

 ρ ρRL L Ltrue clock error tropo delay1 1 1= + + + +I d ,  (8.3)

 ρ ρRL L Ltrue clock error tropo delay5 5 5= + + + +I d ,  (8.4)

where R is the true range, Il1 is the true l1 iono delay, Il5 is the true l5 iono 
delay, true dl1 is the true l1 downlink path hardware delay, and true true dl5 
is the true l5 downlink path hardware delay.

This becomes

 ρ ρRL L L L Ltrue clock error tropo delay1 1 1 1 1− = + + + + −d I d d ,  (8.5)

 ρ ρRL L L L Ltrue clock error tropo delay5 5 5 5 5− = + + + + −d I d d ,  (8.6)

where dl1 is the predetermined (measured) l1 downlink path hardware delay 
and dl5 is the predetermined (measured) l5 downlink path hardware delay.

let Δdl1 = true dl1 − dl1 and Δdl5 = true dl5 − dl5. The measurement for the 
l1 iono Kalman filter becomes

 z
d d= −( ) − −( )

−( ) ( )
ρ ρRL L RL L

L freq L freq
1 1 5 5

2 21 1 5/
,  (8.7)

 = + −( )
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d d

L
L L

L freq L freq
1

1 5
2 21 1 5
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/

.  (8.8)

The term (Δdl1 − Δdl5)/(1 − l1freq)2/(l5freq)2 is the differential l1l5 bias 
term, and it becomes an error in the l1 iono delay estimation. The l5 iono 
Kalman filter is similarly affected by the l1l5 bias term.

8.3.1.6  L1L5  Bias  Estimation  Function  The GEO’s broadcast code-
carrier coherence (CCC) requirement is specified in the WAAS System Speci-
fication and in Appendix A of ref. 13. The WAAS System Specification states 
the requirement as:
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The lack of coherence between the broadcast SIS l1 carrier phase and its respec-
tive code phase shall be limited in accordance with the following equation such 
that the standard deviation over T seconds of the error due to 100-second carrier-
smoothing of the code-based pseudorange is less than one carrier wavelength. 
This equation does not include code-carrier divergence due to ionospheric 
refraction in the downlink propagation path.

 σ ρ ρ( sec) ( ) . .T t t mRL RL1 1 0 19( ) −  >

The term ρrl1 is the l1 pseudorange that would be measured by a noiseless 

receiver, and ρRL1( )t  is the carrier smoothed l1 pseudorange. WAAS CCC is 
defined over an interval of T – 86,400 s (1 day). Carrier smoothing is per-
formed over a 100-s interval. Note that a noiseless receiver, as used here, 
means the values that would be measured by a hypothetical noiseless receiver 
in parallel with the ground station receiver. Alternately, because code-carrier 
divergence due to ionospheric refraction in the downlink signal path is excluded, 
the noiseless receiver may be considered to be at the focus of the GEO trans-
mit antenna.

The WAAS CCC equation above is interpreted from the radio Technical 
Commission for Aeronautics (rTCA) Minimum Operational Performance 
Standards (MOPS) equation [13] and is based on the need to limit errors 
associated with carrier smoothing of the code-based pseudorange. Code-
carrier coherence results for two WAAS GEOs are provided in Table 8.2. The 
results indicate that the control loop algorithm performance meets WAAS 
requirements [3].

8.3.1.7  Carrier Frequency Stability  Carrier frequency stability is a func-
tion of the uplink frequency standard, GUS signal generator, and GEO satel-
lite transponder. The GEO’s short-term carrier frequency stability requirement 
is specified in the WAAS System Specification and Appendix A of ref. 13. It 
states: “The short term stability of the carrier frequency (square root of the 
Allan variance) at the input of the user’s receiver antenna shall be better than 
5 × 10−11 over 1 to 10 s, excluding the effects of the ionosphere and Doppler.”

The Allan variance [14] is calculated on the double difference of l1 phase 
data divided by the center frequency over 1 − 10 s. Effects of smoothed iono-
sphere and Doppler are compensated for in the data prior to this calculation.

TABLE 8.2. Code-Carrier Coherence Results

GEO Satellite Date

Code Carrier Coherence requirement

<1 cycle

CrW August 25, 2009 0.65
CrE August 25, 2009 0.99
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8.4 GUS CLOCK STEERING ALGORITHM

Presently, the SBAS WMS calculates SBAS network time (WNT) and esti-
mates clock parameters (offset and drift) for each satellite. The GEO uplink 
system (GUS) clock is an independent free running clock. However, the GUS 
clock must track WNT (GPS time) to enable accurate ranging from the GEO 
SIS. Therefore, a clock steering algorithm is necessary. The GUS clock steering 
algorithms reside in the SBAS message processor (WMP). The SBAS type 9 
message (GEO navigation message) is used as input to the GUS WMP, pro-
vided by the WMS.

The GUS clock is steered to the GPS time epoch (see also fig. 8.6). The 
GUS receiver clock error is the deviation of its 1-s pulse from the GPS epoch. 
The clock error is computed in the GUS processor by calculating the user 
position error by combining (in the least-squares sense, weighted with expected 
error statistics) multiple satellite data (pseudorange residuals called MOPS 
residuals) [13] into a position error estimate with respect to surveyed GUS 
position. The clock steering algorithm is initialized with the SBAS type 9 
message (GEO navigation message). This design keeps the GUS receiver 
clock 1 pps synchronized with the GPS time epoch. Since the 10-MHz fre-
quency standard is the frequency reference for the receiver, its frequency 

Fig. 8.6 Control loop test setup.



308 DIffErENTIAl GNSS

output needs to be controlled so that the 1 pps is adjusted. A proportional, 
integral, and differential (PID) controller has been designed to synchronize 
to the GPS time at GUS locations.

This algorithm also decouples the GUS clock from orbit errors and increases 
the observability of orbit errors in the OD filter in the correction processor of 
the WMS. It also synchronizes GUS clocks at all GUS locations to GPS time.

In the initial 24 h after a GUS becomes primary, the clock steering algo-
rithm uses SBAS type 9 messages from the WMS to align the GEO’s epoch 
with the GPS epoch. The SBAS type 9 message contains a term referred to as 
aGf0 or clock offset. This offset represents a correction, or time difference, 
between the GEO’s epoch and SBAS network time (WNT). WNT is the inter-
nal time reference scale of SBAS and is required to track the GPS timescale, 
while at the same time providing users with the translation to UTC. Since GPS 
master time is not directly obtainable, the SBAS architecture requires that 
WNT be computed at multiple WMSs using potentially differing sets of mea-
surements from potentially differing sets of receivers and clocks (SBAS refer-
ence stations). WNT is required to agree with GPS to within 50 ns. At the same 
time, the WNT to UTC offset must be provided to the user, with the offset 
being accurate to 20 ns. The GUS calculates local clock adjustments. On the 
basis of these clock adjustments, the frequency standard can be made to speed 
up or slow the GUS clock. This will keep the total GEO clock offset within 
the range allowed by the SBAS type 9 message so that users can make the 
proper clock corrections in their algorithms [15, 16].

After the initial 24 h, once the GUS clock is synchronized with WNT, a 
second steering method of clock steering is used. The algorithm now uses  
the composite of the MOPS [13] solution for the receiver clock error, and the 
average of the aGf0, and the average of the MOPS solution as the input to 
the clock steering controller.

8.4.1 Receiver Clock Error Determination

Determination of receiver clock error is based on the user position solution 
algorithm described in the SBAS MOPS. The clock bias (Cb) is a resultant of 
the MOPS weighted least-squares solution.

Components of the weighted least-squares solution are the observation 
matrix (H), the measurement weighting matrix (W), and the MOPS residual 
column vector (Δρ) The weighted gain matrix (K) is calculated using H and 
W (see Eq. 2.34):

 K H WH H W= ( )−T T1
.  (8.9)

from this, the column vector for the user position error and the clock bias 
solution is

 D DX K= r  (8.10)
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 D DX H WH H W= ( )−T T1 r,  (8.11)

where
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and ΔX(U) is the up error, ΔX(E) is the east error, ΔX(N) is the north error, 
and Cb is the clock bias or receiver clock error.

The n × 4 observation matrix (H) is computed in up–east–north (UEN) 
reference frame using the lOS azimuth (Azi) and lOS elevation (Eli) from 
the GUS omni antenna to the space vehicle (SV). The value n is the number 
of satellites in view. The formula for calculating the observation matrix is
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The n × n weighting matrix (W) is a function of the total variance σ i
2( ) of the 

individual satellites in view. The inverse of the weighting matrix is
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The equation to calculate the total variance σ i
2( ) is
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The algorithms for calculating user differential range error (UDrEi), user grid 
ionospheric vertical error (GIVEi), lOS obliquity factor (Fppi), standard devia-
tion of uncertainty for the vertical troposphere delay model (a tropoi), and the 
standard deviation of noise and multipath on the l1 omni pseudorange σl1nmp,i 
are found in the SBAS MOPS [13].

The MOPS residuals (Δρ) are the difference between the smoothed MOPS 
measured pseudorange (PRM,i) and the expected pseudorange (PRcorr,i)
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The MOPS measured pseudorange (PRM,i) in earth-centered, earth-fixed 
(ECEf) reference is corrected for earth rotation, for SBAS clock corrections, 
for ionospheric effects, and for tropospheric effects. The equation to calculate 
(PRM,i) is

 PR PR PR PR PR PR PRi i i i i i iM L CC FC ER T I, , , , , , , .= + + + − −∆ ∆ ∆ ∆ ∆  (8.17)

The algorithms used to calculate smoothed l1 omni pseudorange (PRl,i), 
pseudorange clock correction (ΔPRCC,i) pseudorange fast correction (ΔPRfC,i), 
pseudorange earth rotation correction (ΔPREr,i) pseudorange troposphere 
correction (ΔPRT,i) and pseudorange ionosphere correction (ΔPRI,i) are found 
in the SBAS MOPS [13].

Expected pseudorange (PRcorr,i) ECEf, at the time of GPS transmission is 
computed from broadcast ephemeris corrected for fast and long-term correc-
tions. The calculation is

 PR X X Y Y Z Zi i i icorr corr GUS corr GUS corr GUS, , , , .= −( ) + −( ) + −( )2 2 2  (8.18)

The fixed-position parameters of the WrE (XGUS, YGUS, ZGUS) are site specific.

8.4.2 Clock Steering Control Law

In the primary GUS, the clock steering algorithm is initialized with SBAS  
type 9 message (GEO navigation message). After the initialization, composite 
of MOPS solution and type 9 message for the receiver clock error is used as 
the input to the control law (see fig. 8.7). for the backup GUS, the MOPS 
solution for the receiver clock error is used as the input to the control law (see 
fig. 8.8).

for both the primary and backup clock steering algorithm, the control law 
is a PID controller. The output of the control law will be the frequency adjust-
ment command. This command is sent to the frequency standard to adjust the 
atomic clock frequency. The output frequency to the receiver causes the 1 pps 
to approach the GPS epoch. Thus, a closed-loop control of the frequency 
standard is established.

8.5 GEO ORBIT DETERMINATION (OD)

The purpose of WAAS is to provide pseudorange and ionospheric corrections 
for GPS satellites to improve the accuracy for the GPS navigation user and to 
protect the user with “integrity.” Integrity is the ability to provide timely warn-
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Fig. 8.7 Primary GUS clock steering.

ings to the user whenever any navigation parameters estimated using the 
system are outside tolerance limits. WAAS may also augment the GPS constel-
lation by providing additional ranging sources using GEO satellites that are 
being used to broadcast the WAAS signal.

The two parameters having the most influence on the integrity bounds for 
the broadcast data are UDrE for the pseudorange corrections and GIVE for 
the ionospheric corrections. With these, the onboard navigation system esti-
mates the horizontal protection limit (HPl) and the vertical protection limit 
(VPl), which are then compared to the horizontal alert limit (HAl) and the 
vertical alert limit (VAl) requirements for the particular phase of flight 
involved, that is, oceanic/remote, en route, terminal, NPA, and PA. If the esti-
mated protection limits are greater than the alert limits, the navigation system 
is declared unavailable. Therefore, the UDrE and GIVE values obtained by 
the WAAS (in concert with the GPS and GEO constellation geometry and 
reliability) essentially determine the degree of availability of the WADGPS 
navigation service to the user.

The WAAS algorithms calculate the broadcast corrections and the corre-
sponding UDrEs and GIVEs by processing the satellite signals received by 
the network of ground stations. Therefore, the expected values for UDrEs 
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and GIVEs are dependent on satellite and station geometries, satellite signal 
and clock performance, receiver performance, environmental conditions (such 
as multipath and ionospheric storms), and algorithm design [17, 18].

8.5.1 OD Covariance Analysis

A full WAAS algorithm contains three Kalman filters—an OD filter, an iono-
spheric corrections filter, and a fast corrections filter. The fast corrections filter 
is a Kalman filter that estimates the GEO, GPS, and ground station clock states 
every second. In this section, we derive an estimated lower bound of the GEO 
UDrE for a WAAS algorithm that contains only the OD Kalman filter, called 
the UDrE(OD), where OD refers to orbit determination.

A method is proposed to approximate the UDrE obtained for a WAAS 
including both the OD filter and the fast corrections filter from UDrE(OD). 
from case studies of the geometries studied in the previous section, we obtain 
the essential dependence of UDrE on ground station geometry.

A covariance analysis on the OD is performed using a simplified version 
of the OD algorithms. The performance of the ionospheric corrections filter is 

Fig. 8.8 Backup GUS clock steering.
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treated as perfect, and therefore, the ionospheric filter model is ignored. The 
station clocks are treated as if perfectly synchronized using the GPS satellite 
measurements. Therefore, the station clock states are ignored. This allows the 
decoupling of the ODs for all the satellites from each other, simplifying the 
OD problem to that for one satellite with its corresponding ground station 
geometry and synchronized station clocks. Both of these assumptions are 
liberal; therefore, the UDrE(OD) obtained here is a lower bound for the 
actual UDrE(OD). finally, we consider only users within the service volume 
covered by the stations and, therefore, ignore any degradation factors depend-
ing on user location.

To simulate the Kalman filter for the covariance matrix P, the following 
four matrices are necessary (Table 10.1):

Φ = state transition matrix,
H = measurement sensitivity matrix,
Q = process noise covariance matrix and
R = measurement noise covariance matrix

The methods used to determine these matrices are described below.
The state vector for the satellite is

 x

r

r=















�

Cb

,

where

 r ≡ [ ]x y z T

is the satellite position in the earth-centered inertial (ECI) frame;

 � � � �r ≡ [ ]x y z T, ,

is the satellite velocity in the ECI frame; and Cb is the satellite clock offset 
relative to the synchronized station clocks. Newton’s second and third (gravi-
tational) laws provide the equations of motion for the satellite:

 ��r
r

r
≡ = − +d r

dt
M

2

2 3

µE ,

where ��r is the acceleration in the EC1 frame, μE is the gravitational constant 
for the earth, and M is the total perturbation vector in the ECI frame contain-
ing all the perturbing accelerations. for this analysis, only the perturbation due 
to the oblateness of the earth is included. The effect of this perturbation on 
the behavior of the covariance is negligible, and therefore higher-order per-
turbations are ignored. (Note that although the theoretical model is simplified, 
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the process noise covariance matrix Q is chosen to be consistent with a far 
more sophisticated orbital model.)

Therefore,

 M J
a T= − +[ ]×

3
2

22 3

2

2 3 3
µE E

r r
I zz rˆ ˆ ,

where aE is the semimajor axis of the earth-shape model, J2 is the second zonal 
harmonic coefficient of the earth-shape model, and ˆ , ,z ≡ [ ]0 0 1 T [19].

The second-order differential equation of motion can be rewritten as a pair 
of first-order differential equations:

 � �r r r
r

1 2 2
1

3= = +, ,
µEr

M  (8.19)

where r1 and r2 are vectors, which therefore gives a system of six first-order 
equations.

The variational equations are differential equations describing the rates of 
change of the satellite position and velocity vectors as functions of variations 
in the components of the estimation state vector. These lead to the state transi-
tion matrix Φ used in the Kalman filter. The variational equations are

 �� �Y t A t Y t B t Y t( ) = ( ) ( ) + ( ) ( ),  (8.20)
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 B t( ) ≡ ∂
∂

=× ×3 3 3 3
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�
r
r

0 ,  (8.24)

where ˆ / .r r r=
Equations 8.21–8.24 are substituted into Eqs. 8.20 and 8.19, and the differ-

ential equations are solved using the fourth-order runge–Kutta method. The 
time step used is a 5-min interval. The initial conditions for the GEO are speci-
fied for the particular case given and propagated forward for each time step, 
whereas the initial conditions for the Y terms are
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 Y t Y tk k− × × × × × ×( ) = [ ] ( ) = [ ]1 3 6 3 3 3 3 3 6 3 3 3 3I 0 0 I, �

and are reset for each time step. This is due to the divergence of the solution 
of the differential equation used in this method to calculate the state transition 
matrix for the Kepler problem.
This gives the state x r rT T T= [ ]1 2  and the state transition matrix
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for the Kalman filter.
The measurement sensitivity matrix is given by
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where ρ is the pseudorange for a station and N is the number of stations in 
view of the satellite. Note that this is essentially the same H as in the previous 
section. Ignoring relativistic corrections and denoting the station position by 
the vector rs ≡ [xs ys zs]T, the matrices above are given by
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The station position is calculated with the WGS84 model for the earth and 
converted to the ECI frame using the J2000 epoch (see Appendix B).

These are then combined with the measurement noise covariance matrix R 
and the process noise covariance matrix Q to obtain the Kalman filter equa-
tions for the covariance matrix P, as shown in Table 10.1.

The initial condition, P0(+), and Q are chosen to be consistent with the 
WAAS algorithms. The value of R is chosen by matching the output of the 
GEO covariance for AOr-W with R = σ2I and is used as the input R for all 
other satellites and station geometries (note that this therefore gives approxi-
mate results). This corresponds to carrier phase ranging for the stations. The 
results corresponding to the value of R for code ranging are also presented.

from this covariance, the lower bound on the UDrE is obtained by

 UDRE EMRBE tr≥ + ( )K Pss ,
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Fig. 8.9 relationship between UDrE and GDOP.
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where EMrBE is the estimated maximum range and bias error. EMrBE = 0, 
Kss = 3.29 will bring the 0.999 level of bounding for the UDrE. finally, since 
the message is broadcast every second, Δt = 1, so the trace can be used for the 
velocity components as well.

figure 8.9 shows the relationship between UDrE and geometric dilution 
of precision (GDOP) for various GEO satellites and WrS locations. Table 8.3 
describes the various cases considered in this analysis.

The numerical values used for the filter are as follows (all units are Système 
International [SI]):

Earth parameters:

 
µE

E E

= × = ×
= =

−3 98600441 10 1082 63 10
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J

a b 552 3142. .

8.6 GROUND-BASED AUGMENTATION SYSTEM (GBAS)

8.6.1 Local-Area Augmentation System (LAAS)

The lAAS (near airports) is being designed to provide DGPS corrections in 
support of navigation and landing systems. The system provides monitoring 
functions via lAAS Ground facility (lGf) and includes individual measure-
ments, ranging sources, reference receivers, navigation data, data broadcast, 
environment sensors, and equipment failures. Each identified monitor has a 
corresponding system response including alarms, alerts, and service alerts (see 
fig. 8.10.)
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TABLE 8.3. Cases Used in Geometry-per-Station Analysis

Case UDrE GDOP Satellite Geometry

1 17.9 905 AOr-W WAAS stations (25), 21 in view
2 45.8 2,516 AOr-W 4 WAAS stations (CONUS)”
3 135.0 56,536 AOr-W 4 WAAS stations (NE)”
4 4.5 254 AOr-W WAAS stations + Santiago
5 5.8 212 AOr-W WAAS stations + london
6 4.0 154 AOr-W WAAS stations -I- Santiago + london
7 7.5 439 AOr-W 4 WAAS stations (CONUS) + Santiago
8 8.6 337 AOr-W 4 WAAS stations (CONUS) + london
9 6.6 271 AOr-W 4 WAAS stations (CONUS) + Santiago + london

10 47.7 2,799 AOr-W 4 WAAS stations (NE) + Santiago
11 21.5 1,405 AOr-W 4 WAAS stations (NE) + london
12 16.4 1,334 AOr-W 4 WAAS stations (NE) + Santiago + london
13 28.5 1,686 POr WAAS stations (25), 8 in view
14 45.4 3,196 POr WAAS stations, Hawaii
15 31.1 1,898 POr WAAS stations, Cold Bay
16 55.0 4,204 POr WAAS stations, Hawaii, Cold Bay
17 6.7 257 POr WAAS stations + Sydney
18 8.3 338 POr WAAS stations + Tokyo
19 6.7 257 POr WAAS stations + Sydney + Tokyo
20 21.0 1,124 MTSAT MSAS stations, 8 in view
21 22.0 1,191 MTSAT MSAS stations—Hawaii
22 24.9 1,407 MTSAT MSAS stations—Australia
23 54.6 4,149 MTSAT MSAS stations—Hawaii, Australia
24 22.0 1,198 MTSAT MSAS stations—Ibaraki
25 29.0 1,731 MTSAT MSAS stations—Ibaraki, Australia
26 54.8 4,164 MTSAT MSAS stations—Ibaraki, Australia, Hawaii
27 13.2 609 MTSAT MSAS stations + Cold Bay
A 139 TEST 0 = 75’
B 422 TEST 0 = 30°
C 3,343 TEST 0 = 10’
D 13,211 TEST 0 = 5’
E 67 TEST 41 stations
f 64 TEST 41 + 4 stations

The four WAAS stations (CONUS) are Boston, Miami, Seattle, and los Angeles.

The four WAAS stations (NE) are Boston, New York, Washington, DC, and Cleveland.

8.6.2 Joint Precision Approach and Landing System (JPALS)

The JPAlS is being developed as an all-weather precision approach-and-
landing system to meet DOD needs for aviation. The system is a lADGPS 
based system that will have various operational features to meet the wide 
variety of DOD requirements. These requirements include landing various 
fixed-wing and rotor-wing aircraft at civil land airfields as well as sea-based 
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carrier platforms. The JPAlS is planned to be interoperable with the civil 
land-based lAAS so that DOD platforms can be supported seamlessly by civil 
land bases. The JPAlS user equipment features anti-jam capabilities, including 
the use of controlled reception pattern antennas (CrPAs) on some platforms. 
The JPAlS utilizes both code and carrier phase based user solutions to support 
the various operational requirements. The JPAlS program has accomplished 
numerous development and demonstration milestones and is scheduled for an 
initial operational capability in 2014 [20].

8.6.3 Enhanced Long-Range Navigation (eLoran)

While eloran is not a GNSS and is not currently operational in the US, other 
parts of the world have been using eloran as a backup to GNSS. eloran was 
developed to enhance the capabilities provided by the legacy lOrAN-C for 
data channel messaging, all-in-view, and traceable time reference to Coordi-
nated Universal Time (UTC). Data messaging formats have been established 
within eloran to provide differential eloran capabilities [21, 22].

Fig. 8.10 local-Area Augmentation System (lAAS). VDB, very high frequency data 
broadcast.

Reference station

Processor/VDB transmitter

Data link



MEASUrEMENT/rElATIVE-BASED DGNSS 319

8.7 MEASUREMENT/RELATIVE-BASED DGNSS

DGNSS is a technique for improving the performance of GNSS positioning. 
The basic idea of DGNSS is to compute the spatial displacement vector of the 
user’s receiver (sometimes called the roving or remote receiver) relative to 
another receiver (usually called the reference receiver or base station). In most 
DGNSS applications, the coordinates of the reference receiver are precisely 
known from highly accurate survey information; thus, the accurate location of 
the roving receiver can be determined by vector addition of the reference 
receiver coordinates and the reference-to-rover displacement vector.

The positioning accuracy of DGNSS depends on the error in estimating the 
reference-to-rover displacement vector. This error can be made considerably 
smaller than the positioning error of a stand-alone receiver because major 
components of pseudorange measurement errors are common to the roving 
and reference receivers and can be canceled out by using the difference 
between the reference and rover measurements to compute the displacement 
vector.

There are basically two ways that errors common to the roving and refer-
ence receiver can be canceled. The first method is called the measurement or 
solution-domain technique, in which both receivers individually compute their 
positions and the reference-to-rover displacement vector is simply the differ-
ence of these positions. However, the two receivers must use exactly the same 
set of satellites for this method to be effective. Since this requirement is often 
impossible to fulfill (e.g., due to blockage of signals at the roving receiver), this 
method is seldom used. A far better method, which offers more flexibility, is 
to use only the difference of the measurements from the set of satellites that 
are viewed in common by both receivers. Therefore, only this method will be 
described.

The two primary types of differential measurements are code measure-
ments and carrier phase measurements.

8.7.1 Code Differential Measurements

To obtain code differential measurements, the roving and reference receivers 
each make a pseudorange measurement of the following form for each 
satellite:

 ρ ρ ρM ION TROP EPHEM= + − + + + +cdt cdT d d d d ,  (8.27)

where ρM is the measured pseudorange in meters, ρ is the true receiver-to-
satellite geometric range in meters, c is the speed of light in meters per second, 
dt is the satellite clock error in seconds, dT is the receiver clock error in 
seconds, dION is the ionospheric delay error in meters, dTrOP is the tropospheric 
delay error in meters, dEPHEM is the delay error in meters due to satellite 
ephemeris error, and dρ represents other pseudorange errors in meters, such 
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as multipath, interchannel receiver biases, thermal noise, and SA (when turned 
on). The pseudorange measurements made by both receivers must occur at a 
common GNSS time, or if not, corrections must be applied to extrapolate the 
measurements to a common time.

8.7.1.1  Single-Difference Observations  A code single-difference observa-
tion is determined by subtracting an equation of the form (Eq. 8.27) for the 
reference receiver from a similar equation for the roving receiver, where both 
equations relate to the same satellite. The result is

 ∆ ∆ ∆ ∆ ∆ ∆ ∆ρ ρ ρM ION TROP EPHEM= − + + + +c dT d d d d ,  (8.28)

where the symbol Δ denotes the difference between the corresponding terms 
in the two equations of the form (Eq. 8.27). Note that the term cΔdT repre-
senting the satellite clock error has disappeared since the satellite clock error 
is the same for the pseudorange measurements made by each receiver. fur-
thermore, if the distance between the roving and reference receivers is suffi-
ciently small (say, <20 km), the terms ΔdION, ΔdTrOP, and ΔdEPHEM will be nearly 
canceled out since errors due to the ionosphere, troposphere, and ephemere-
des vary slowly with position.

8.7.1.2  Double-Difference  Observations  A code double-difference mea-
surement is formed by subtraction of the single-difference observation of the 
form (Eq. 8.28) for one satellite from a similar single-difference observation 
for another satellite. Thus, if there are N single-difference observations cor-
responding to N satellites, there will be N – 1 independent double-difference 
observations that can be formed. The double-difference observations have the 
form

 ∇ = ∇ + ∇ + ∇ + ∇ + ∇∆ ∆ ∆ ∆ ∆ ∆ρ ρ ρM ION TROP EPHEMd d d d  (8.29)

where the symbol ∇ denotes difference between the corresponding difference 
terms in the two equations of the form (Eq. 8.28). Note that the double-
difference error term c∇ΔdT involving receiver clock error has been cancelled 
out since receiver clock error is constant across all satellite measurements in 
both the reference and roving receivers. furthermore, for a sufficiently small 
distance between the rover and reference receivers, the single-difference 
errors, ΔdION, ΔdTrOP, and ΔdEPHEM, are so small that the corresponding double-
difference errors ∇ΔdION, ∇ΔdTrOP, and ∇ΔdEPHEM can be neglected. In this case, 
the double-difference observations become

 ∇ ≅ ∇ + ∇∆ ∆ ∆ρ ρ ρM d ,  (8.30)

which can result in positioning accuracies that are often in the submeter range.
Although DGPS is effective in removing satellite and receiver clock errors, 

ionospheric and tropospheric errors, and ephemeris errors, it cannot remove 
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errors due to multipath, receiver interchannel biases, and thermal noise since 
these errors are not common to the roving and reference receivers.

8.7.2 Carrier Phase Differential Measurements

Because carrier phase pseudorange measurements have significantly less noise 
than do those using the code, positioning accuracy is potentially much more 
accurate. However, since only the fractional and not the integer part of a 
carrier cycle can be observed, some method of finding the integer part must 
be employed. This is the classic ambiguity resolution problem.

Single- and double-difference observations can be obtained from carrier 
phase pseudorange measurements having the form

 λφ ρ λ φM ION TROP EPHEM= + − + − + + +cdt cdT N d d d d ,  (8.31)

where the new variables are the carrier wavelength λ (0.1903 m for l1 and 
0.2442 m for l2), the measured carrier phase ϕM in cycles, the carrier phase 
ambiguity N in cycles, and other errors dϕ in meters. Because the ionospheric 
group delay for the carrier is opposite that of the code, the ionospheric error 
is reversed in sign in Eq. 8.31.

In some cases, triple differences of carrier phase measurements are used, 
as will be subsequently described.

8.7.2.1  Single-Difference Observations  Each carrier phase single-difference 
observation is determined in the same manner as for the code by subtracting  
an equation of the form (Eq. 8.31) for the reference receiver from a similar 
equation for the roving receiver, where both equations relate to the same satel-
lite. The result is

 ∆ ∆ ∆ ∆ ∆ ∆ ∆ ∆λφ ρ λ φM ION TROP EPHEM= − + − + + +c dT N d d d d ,  (8.32)

where, as before, the satellite clock error term has disappeared and the terms 
ΔdION, ΔdTrOP, and ΔdEPHEM are small for small distances between the rover and 
reference receivers.

8.7.2.2  Double-Difference  Observations  A double-difference carrier 
phase measurement is formed by subtraction of the single-difference observa-
tion of the form (Eq. 8.32) for one satellite from a similar single-difference 
observation for another satellite. The double-difference observations have the 
form

 ∇ = ∇ + ∇ − ∇ + ∇ + ∇ + ∇∆ ∆ ∆ ∆ ∆ ∆ ∆λφ ρ λ φM ION TROP EPHEMN d d d d .  (8.33)

Again, the receiver clock error term has disappeared, and the terms ΔdION, 
ΔdTrOP, and ΔdEPHEM are usually small. However, the value of N in the phase 
ambiguity term λ∇ΔN must be determined by some method of ambiguity 
resolution.
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8.7.2.3  Triple-Difference  Observations  Triple-difference carrier observa-
tions are sometimes used in DGNSS to detect and correct cycle slips during 
carrier tracking. These observations have the form

 δ λφ δ ρ δ δ δ δ φ∇ = ∇ + ∇ + ∇ + ∇ + ∇∆ ∆ ∆ ∆ ∆ ∆M ION TROP EPHEMd d d d ,  (8.34)

where δ is the time difference between two successive double-difference 
observations. Cycle slips can be detected by observing the deviation of succes-
sive triple difference observations from their predicted values as the carrier is 
tracked [23, 24].

8.7.2.4  Combinations of L1 and L2 Carrier Phase Observations  Summing 
the l1 and l2 double-difference carrier observations results in higher-
resolution phase measurements than can be obtained at either frequency 
alone. Such narrow-lane measurements result in more precision but place 
greater demands on phase ambiguity resolution. On the other hand, it is easier 
to resolve the phase ambiguity of wide-lane measurements obtained by dif-
ferencing the l1 and l2 observations at the expense of reduced resolution.

8.7.3 Positioning Using Double-Difference Measurements

8.7.3.1  Code-Based Positioning  The linearized matrix equation for posi-
tioning using code double-difference measurements from four satellites has 
the form

 δ δρ ρ ρZ H∇

×

∇

× × ×

= +∆ ∆

3 1

1

3 3 3 1 3 1��� �� �
[ ] ,x v  (8.35)

which is the same form as shown in Section 2.2.3. However, because the 
double-difference measurements have eliminated receiver clock error as an 
unknown, the unknowns are simply the X, Y, and Z coordinates of the roving 
receiver, constituting the components of the 3 × 1 vector δx. Thus, the mea-
surement matrix H[1] is 3 × 3 and the partial derivatives in it are partial deriva-
tives of the double differences ∇ΔρM with respect to user position coordinates 
X, Y, Z instead of partial derivatives of the pseudorange measurements. 
Accordingly, the measurement vector δZρ and the measurement noise vector 
vρ are 3 × 1. As indicated in Section 2.2.3, a solution for position can be found 
by computing the measurement vector associated with an assumed initial posi-
tion x, finding the difference δZρ between the computed and actual measure-
ment vectors, solving (Eq. 8.35) (omitting the measurement noise vector) for 
the position correction δx, and obtaining the new value x + δ x for X. Iteration 
of this process is used to produce a sequence of positions that converges to 
the position solution.

8.7.3.2  Carrier  Phase-Based  Positioning  for positioning using carrier 
phase double-difference measurements, the linearized matrix equation from 
four satellites used for iterative position solution has the form
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 δ δφ φ ρZ H∇

×

∇

× × ×

= +∆ ∆

3 1

1

3 3 3 1 3 1��� �� �
[ ] ,x v  (8.36)

where the measurement matrix H[1] contains the partial derivatives of the 
double differences ∇ΔλϕM with respect to user position coordinates X, Y, Z. 
As compared to code-based positioning, the measurement noise term vρ is 
much smaller, often in the centimeter range. However, the major difference is 
that the ambiguity in the phase measurements can cause convergence to any 
one of many possible positions in a spatial grid of points. Only one of these 
points is the correct position. Various techniques for resolving the ambiguity 
have been developed. A simple method is to use the position solution from 
the code double-difference measurements as the initial position X in the 
carrier phase iterative position solution. If this initial position is sufficiently 
accurate, convergence to the correct solution will be obtained.

8.7.3.3  Real-Time  Processing  versus  Postprocessing  Since double differ-
encing combines measurements made in the roving and reference receivers, 
these measurements must be brought together for processing. Often the pro-
cessing site is at the roving receiver, although in other applications it can be 
at the reference station or at another off-site location. In real-time processing, 
measurements are transmitted to the processing site using wireless communi-
cation or a telephone link. In postprocessing, the data can be physically carried 
to the processing site in a storage medium such as a floppy disk or a CD-rOM. 
Another postprocessing option is to transmit the data via the Internet.

8.8 GNSS PRECISE POINT POSITIONING SERVICES  
AND PRODUCTS

The cost and inconvenience of setting up one’s own DGNSS system can be 
eliminated because there are numerous services and software packages avail-
able to the user, some of which are free. There are too many to describe 
completely, so only a few of them are described in this section.

8.8.1 The International GNSS Service (IGS)

Many of the DGNSS services are subsumed under the IGS, which is a volun-
tary federation of more than 200 worldwide agencies that pool resources and 
permanent GPS and Global Orbiting Navigation Satellite System (GlONASS) 
station data to generate precise DGNSS positioning services. The IGS is com-
mitted to providing the highest-quality data and products as the standard for 
global navigation satellite systems (GNSSs) in support of earth science research, 
multidisciplinary applications, and education. The IGS also intends to incorporate 
future GNSS systems, such as Galileo, as they become operational.
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8.8.2 Continuously Operating Reference Stations (CORSs)

The National Geodetic Survey (NGS), an office of NOAA’s National Oceanic 
and Atmospheric Administration (NOAA) National Ocean Service, manages 
two networks of COrS: the National COrS network and the Cooperative 
COrS network. These networks consist of numerous base stations containing 
DGPS reference receivers that operate continuously to generate pseudorange 
and other DGPS data for postprocessing. The data are disseminated to a wide 
variety of users. Surveyors, geographic information system (GIS)/land Infor-
mation System (lIS) professionals, engineers, scientists, and others can apply 
COrS data to their own GPS measurements to obtain positioning accuracies 
approaching a few centimeters relative to the National Spatial reference 
System (NSrS), both horizontally and vertically. The COrS program is a 
multipurpose cooperative endeavor involving more than 130 government, aca-
demic, and private organizations, each of which operates at least one COrS 
site. In particular, it includes all existing National Differential GPS (NDGPS) 
sites and all existing fAA WAAS sites. New sites are continually being evalu-
ated according to established criteria.

Typical uses of COrS include land management, coastal monitoring, civil 
engineering, boundary determination, mapping and GISs, geophysical and 
infrastructure modeling, as well as future improvements to weather prediction 
and climate modeling.

All national COrS data are available from NGS at their original sampling 
rate for 30 days, after which the data are decimated to a 30-s sampling rate. 
Cooperative COrS data are available from a large number of participating 
organizations that operate individual sites. Most of the COrS data are avail-
able on the Internet.

8.8.3 GPS Inferred Positioning System (GIPSY) and  
Orbit Analysis Simulation Software (OASIS)

The GIPSY-OASIS H (GOA II) package consists of extremely versatile soft-
ware that can be used for GPS positioning and satellite orbit analysis. Developed 
by the Caltech Jet Propulsion laboratory (WE), it can provide centimeter- 
level DGPS positioning accuracy over short to intercontinental baselines. It is 
capable of unattended, automated, low-cost operation in near real time for 
precise positioning and time transfer in ground, sea, air, and space applications.

GOA II also includes many force models useful for OD, such as earth/sun/
moon/planet (and tidal) gravity perturbations, solar pressure, thermal radia-
tion, and drag, which make it useful in non-GPS satellite positioning applications. 
To augment its potential accuracy, models are included for earth characteris-
tics, such as tides, ocean/atmospheric loading, and crustal plate motion.

Parameter estimation for positioning and time transfer is state of the art. 
A general estimator can be used for GPS and non-GPS data. Matrix factoriza-
tion is used to maintain robustness of solutions, and the estimator can intel-
ligently identify, correct, or exclude questionable data. A general and flexible 
noise model is included.
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8.8.4 Australia’s Online GPS Processing System (AUPOS)

AUPOS provides users with the facility to submit via the Internet dual-
frequency geodetic quality GPS rINEX data observed in a “static” mode and 
receive rapid-turnaround precise position coordinates. The service is free and 
provides both International Terrestrial reference frame (ITrf) and Geocen-
tric Datum of Australia (GDA94) coordinates. This Internet service takes 
advantage of both IGS products and the IGS GPS network and can handle 
GPS data collected anywhere on earth.

8.8.5 Scripps Coordinate Update Tool (SCOUT)

SCOUT, managed by the Scripps Institute of Oceanography, is also a system 
that provides precise positioning for users who submit GPS rINEX data from 
their receiver via the Internet. The reference stations are by default the three 
nearest sites for which data have been collected and are available for the 
specific day the user’s data are taken. However, the user can specify the refer-
ence stations if desired. Station maps are provided to assist the user in specify-
ing nearby reference sites. When SCOUT has finished determining a DGPS 
position solution, it sends a report of the results to the user via the Internet. 
The report contains both Cartesian and geodetic coordinates, standard devia-
tions, and the locations of the reference sites that were used. The reported 
Cartesian coordinates are referenced to the International Terrestrial refer-
ence frame 2000 (ITrf2000), and the geodetic coordinates are referenced to 
both ITrf2000 and the World Geodetic System 1984 (WGS84) ellipsoid.

8.8.6 The Online Positioning User Service (OPUS)

The NGS operates OPUS as a means to provide GPS users easier access to 
the NSrS. OPUS users submit their GPS data files to the NGS Internet site. 
The NGS computers and software determine a position by using reference 
receivers from three COrS sites. The position is reported back to the user by 
e-mail in both ITrf and North American Datum 1983 (NAD83) coordinates, 
as well as Universal Transverse Mercator (UTM), and State Plain Coordinate 
(SPC) northing and easting. results are typically obtained within a few minutes. 
OPUS is intended for use in the coterminous United States and in most U.S. 
territories. It is NGS policy not to publish geodetic coordinates outside the 
United States without the agreement of the affected countries.

PROBLEMS

8.1 Determine the CCC at the GUS location using l1 code and carrier.

8.2 Determine the frequency stability of the GEO transponder using Allan 
variance for the l1 using 1- to 10-s intervals.
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8.3 What are GNSS

(a) single difference?

(b) double difference?

(c) triple difference?

(d) wide lane?

(e) narrow lane?

8.4 What is a COrS site?
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9.1 INTRODUCTION

Navigation system integrity refers to the ability of the system to provide timely 
warnings to users when the system should not be used for navigation. Global 
navigation satellite systems (GNSSs) have both internal and independent 
methods to maintain integrity. Satellites monitor for some of the anomalies, 
but not all. Clock failures, data errors, selective availability (SA, currently 
discontinued), and antispoof (AS) are checked internally. The master control 
station monitors the constellations. In the case of Global Positioning System 
(GPS), data are collected from five monitoring stations distributed around the 
earth. GPS performance is checked every 15 min by conducting tolerance and 
validation checks of the measured pseudoranges, using a Kalman filter, error 
management process [1].

The basic GNSS (as described in Chapter 4) provides integrity information 
to the user via the navigation message, but this may not be timely enough for 
some applications, such as civil aviation. Therefore, additional methods of 
providing integrity are necessary.

Two different methods will be discussed—GNSS-only receiver (TSO-C129-
compliant) autonomous integrity monitoring (RAIM) and use of ground 
monitoring stations to monitor the health of the satellites, as is done via space-
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based augmentation system (SBAS) and ground-based augmentation system 
(GBAS) (TSO-C145-compliant receivers).

The analytic structure of RAIM is stochastic detection theory. Two hypoth-
esis testing questions are raised. First, has the failure occurred? Second, if so, 
which satellite failed? In the case of no backup navigation system, both ques-
tions must be answered. The bad satellite must be identified and eliminated 
from the navigation solution, so that the vehicle can proceed safely without 
the bad GNSS solution. However, if there is a backup navigation system avail-
able, then it can be used when a failure occurs.

determining which satellite has failed is more difficult than failure detec-
tion, and it requires more measurement redundancy [2–5].

Three RAIM methods have been proposed in recent papers on GPS 
integrity:

1. range comparison method
2. least-squares residual method
3. parity method.

The three methods are called “snapshot methods” because the detection algo-
rithms assume that noisy redundant range-type measurements are available at a 
given point in time. The basic measurement equation is derived in Chapter 2, 
Eq. 2.31. The following measurement equation is used in all three methods:

 δ δρ ρZ H v
n n× × × ×

= +
1 4 4 1 4 1� �� �

,x

where n is the number of satellites and H is the linearized sensitivity matrix 
about nominal user position and clock bias.

9.1.1 Range Comparison Method

For the GNSS navigation problem described in Chapter 2, Section 2.2.3, there 
are four unknowns (three position coordinates [X, Y, Z] and clock bias Cb) 
and more than four satellites in view (e.g., six satellites). One can solve the 
position and time equations for the first four satellites, ignoring noise, and find 
the user position. This solution can then be used to predict the remaining two 
pseudorange measurements, and the predicted values could be compared with 
actual measured values. If the two differences (residuals) are small, we have 
near consistency in the measurements and the detection algorithm can declare 
“no failure.” It only remains to quantify what we mean by “small” or “large” 
and then assess the decision rule performance on actual data.

There are six satellites in view. With the range comparison method, two 
range residuals ( �δ ρZ1, �δ ρZ2) represent a point in a statistical plane as shown in 
Fig. 9.1.
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If the statistics of the noise (vρ) are Gaussian (normal), the contour will be 
elliptical as shown in Fig. 9.1. The particular contour chosen is the one that 
sets the alarm rate at the desired value. The alarm rate could be set at 1/15,000 
as specified in the RTCA MOPS [6, 7].

9.1.2 Least-Squares Method

The basic measurement equation with noise (Eq. 2.31 from Chapter 2) is

 δ δρ ρZ v= +H x ,  (9.1)

where the additive white noise vρ ∈ N(0, σ2).
let us suppose six satellites are in view and four unknowns, as in Section 

9.1.1, and solve for the four unknowns by the least-squares method.
The least-squares solution is given by Eq. 2.34:

 δ δ ρx H H H� = ( )−T T1
Z .  (9.2)

The least-squares solution can be used to predict the six measurements, in 
accordance with

 δ δρZ� �predicted( ) = H x.  (9.3)

We can get a formula for the sum-squared residual error S by substituting δx�  
from Eq. 9.2 into Eq. 9.3:

Fig. 9.1 Test statistic plane for the six satellites in view.
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 ∆Z Z Zρ ρ ρδ δ= −�( )residual error  (9.4)

 = − ( ) 
−

I H H H HT T1 δ ρZ  (9.5)

 S Z ZT= ∆ ∆ρ ρ, .the sum-squared error  (9.6)

This sum of squared error has three properties that are important in the deci-
sion rule:

1. S is a nonnegative scalar quantity. Choose a threshold value τ of S such 
that S < τ will be considered safe and that S ≥ τ will be declared a failure.

2. If the vρ have the same independent zero-mean Gaussian distribution, 
then the statistical distribution of S is completely independent of the 
satellite geometry for any number of satellites (n). Thresholds are pre-
calculated, which results in the desired alarm rate for the various antici-
pated values of n. Then the real-time algorithm sets the threshold 
appropriately for the number of satellites in view at the moment.

3. With the vρ, from above, S has an unnormalized chi-square (χ2) distribu-
tion with (n − 4) degrees of freedom (see Chapter 10, Section 10.9.4.1). 
Parkinson and Axelrad [2] use √S/n − 4 as the test statistic. Calculating 
the test statistic involves the same matrix manipulation, but these are no 
worse than calculating the dilution of precision (dOP) [3].

9.1.3 Parity Method

The parity RAIM method is somewhat similar to the range comparison 
method except that the way in which the test statistic is formed is different. 
In the parity method, perform a linear transformation on the measurement 
vector as follows:

 
δ

δ ρ
x H H H

Pp
Z







= ( )









−T T1

.  (9.7)

The lower portion of Eq. 9.7, which yields p, is the result of operating on δZρ 
with the special (n − 4) × n matrix p, whose rows are mutually orthogonal, 
unity magnitude and orthogonal to the columns of H.

under the same assumptions about the noise vρ as above, the following 
statements can be made:

 
E p

E pp pT

=
=





0
2σ I ( )

,
covariance of

 (9.8)

where σ2 is the variance associated with vρ. use p as the test statistic in this 
method. For detection, obtain all the information needed about p from its 
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magnitude or magnitude squared. Thus, in the parity method, the test statistic 
for detection reduces to a scalar, as in the least-squares method [8, 9].

These RAIM protection levels have assumed that there is at most one 
ranging source with bias. Extending RAIM protection to multiple bias is given 
in Refs. 10–12.

9.2 SBAS AND GBAS INTEGRITY DESIGN

The objectives of SBAS and the GBAS are to provide integrity, accuracy, avail-
ability and continuity for GPS, Global Orbiting Navigation Satellite System 
(GlONASS), and Galileo Standard Positioning Service (SPS). Integrity is 
defined as the ability of the system to provide timely warnings to the user 
when individual corrections or certain satellites should not be used for naviga-
tion, specifically, the prevention of hazardously misleading information (HMI) 
data transmission to the user. The system should not be used for navigation 
when hardware, software, or environmental errors directly pose a threat to the 
user or indirectly pose a threat by obscuring HMI from the integrity monitors. 
SBAS integrity is based on the premise that errors not detected or corrected 
in the operational environment can become threats to integrity and, if not 
mitigated, can become hazards to the user.

An SBAS design should mitigate the majority of these data errors with 
corrections that are proved to bound the integrity hazard to an acceptable 
level. The leftover data errors (referred to as residual errors) are mitigated by 
the transmission of residual error bounding information. The threat of poten-
tial underbounding of integrity information is mitigated by integrity monitors. 
This section examines both the faulted and unfaulted cases and mitigation 
strategies for these cases. These SBAS corrections improve the accuracy of 
satellite signals. The integrity data ensure that the residual errors are bounded. 
The SBAS integrity monitors help ensure that the integrity data have not been 
corrupted by SBAS failures.

The section addresses the data errors, error detection and correction pitfalls, 
and how such threats can become HMI to the user, as well as fault conditions, 
failure conditions, threats, and mitigation, and how safety integrity require-
ments are satisfied. Safety integrity assurance rules will be evaluated. Results 
from real signal in space (SIS) data, a high-level overview of the required 
SBAS safety architecture, and a data processing path protection approach are 
included.

This section provides information that defines how a safety-of-life-critical 
SBAS system should be designed and implemented in order to ensure mitiga-
tion of the entire International Civil Aviation Organization (ICAO) threat 
space to the required level less than 10−7. It provides as an example, the ratio-
nale, background, and references to show that the SBAS can be used as a 
trusted navigational aid to augment the GPS for lateral positioning with verti-
cal guidance (lPV).
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Rail integrity is one of the most stringent operational requirements, as evi-
denced by the European Rail Traffic Management System (ERTMS) required 
integrity levels, which are in the order of 10−11. Train detection will require an 
equally high level of positive integrity.

The section addresses the hazardous/severe–major integrity failure condi-
tion using lPV as an illustrative example. The ICAO integrity requirement is 
based on the premise that errors not detected or corrected in the operational 
environment system can become threats to the integrity and, if not mitigated, 
can become hazards to the user. These errors in the operational environment 
(referred to as data errors) can affect both the user and the SBAS system. 
Integrity in this context is defined as the ability of the system to provide timely 
warning to users when individual corrections or satellites should not be used 
for navigation, that is, the prevention of HMI data transmission to the user. 
The system should not be used for navigation when data errors in the environ-
ment, such as the ionosphere, and data processing, such as multipath, render 
the integrity data erroneous. The user must be protected from residual errors 
that can become threats to the integrity data that could result in HMI being 
transmitted to the user [13–15].

An SBAS design mitigates the majority of these data errors with “correc-
tions.” The leftover data errors (referred to as residual errors) are mitigated 
by the transmission of residual error bounding information. The threat of 
potential underbounding of the integrity information is mitigated by integrity 
monitors and point design features that protect the integrity of the information 
within the SBAS system. Additionally, analytic safety analyses are required to 
provide evidence and proof that the residual errors are acceptable (i.e., that 
the probability of HMI transmission to the user is sufficiently low).

Table 9.1 lists the SBAS error sources. Mitigation of these errors when they 
become integrity threats are presented in Section 9.2.8. Section 9.3 gives an 
application of these techniques to SBAS for threat mitigation. GNSS Integrity 
Channel (GIC) is discussed in Section 9.5.

9.2.1 SBAS Error Sources and Integrity Threats

The SBAS operational environment contains data errors. The SBAS ensures 
that these data errors do not become threats to the integrity data, so that HMI 
is not broadcasted to the user with a PHMI greater than 10−7.

TABLE 9.1. List of SBAS Error Sources

GNSS satellite Integrity bound associated
GEO satellites Message uplink
Reference receiver Environment (ionosphere and troposphere)
Estimation
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The data used by an SBAS to calculate the correction and/or integrity data 
are assumed to contain errors, such as GNSS satellite clock offset, which must 
be sufficiently mitigated. The errors discussed are inherent in any SBAS design 
that utilizes GPS, Galileo, GlONASS, or geostationary earth orbit (GEO) 
satellites; reference receivers; corrections; and integrity bounds. depending on 
the system architecture, other error sources may also exist. Table 9.1 summa-
rizes the error sources that every SBAS system must address [16].

The integrity threats associated with each of these error sources generally 
have two cases, shown in Fig. 9.2. The fault-free case addresses the nominal 
errors associated with each error source and the faulted case represents the 
errors when one or more of the system’s components cause errors. The defin-
ing quality of an SBAS system that meets the ICAO standards is the mitigation 
of the faulted case and the fault-free case.

9.2.2 GNSS-Associated Errors

GNSS error sources are mitigated in an SBAS system by using corrections and 
integrity bounds. Generally, the SBAS system corrects the errors as well as 
possible and then bounds the residual errors with integrity bounds that are 
broadcast to the user. The nominal GNSS satellite errors are well understood. 
The literature includes many techniques for mitigating these errors. GNSS 
failure modes are not as well understood and often require careful study to 
define the threat, which must be accounted for in threat models.

9.2.2.1  GNSS  Clock  Error  Each GNSS satellite broadcasts a navigation 
data message containing an estimate of its clock offset (relative to GNSS time) 
and drift rate. The GNSS satellite clock value is utilized to correct the satellite’s 

Fig. 9.2 Integrity mitigation within an SBAS.
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pseudorange, the measurement used to calculate the distance (range) from the 
satellite to the receiver (either the user’s receiver or the reference receiver).

under fault-free conditions, the SBAS can accurately compute these cor-
rections and mitigate this error source. Simple statistical techniques can be 
used to characterize these errors. The SBAS must also address satellite failures 
that cause the clock to rapidly accelerate, rendering the corrections suddenly 
invalid. As a result, the error bounds may not be bounding the residual error 
in the corrections. These types of failures have been observed many times in 
the history of GNSS.

9.2.2.2  GNSS Ephemeris Error  Each GNSS also broadcasts a navigation 
data message containing a prediction of its orbital parameters—Keplerian 
orbital parameters. The satellite’s ephemeris data enable determination of the 
satellite position and velocity. Any difference between the satellite’s calculated 
position and velocity and the true position is a potential source of error.

under fault-free conditions, the SBAS provides corrections relative to the 
GNSS broadcast ephemeris data. The SBAS can accurately compute these 
corrections and mitigate this error source using standard statistical techniques. 
The satellite may experience an unexpected maneuver, rendering the correc-
tions suddenly invalid. This threat includes geometric constraints that may be 
insufficient for the SBAS to adequately detect the orbit error.

under fault-free conditions, the SBAS provides corrections relative to the 
GNSS broadcast ephemeris data. The SBAS can accurately compute these 
corrections and mitigate this error source using standard statistical techniques. 
The satellite may experience an unexpected maneuver, rendering the correc-
tions suddenly invalid. This threat includes geometric constraints that may be 
insufficient for the SBAS to adequately detect the orbit error.

9.2.2.3  GNSS Code and Carrier Incoherence  The GNSS signal consists of 
a radiofrequency carrier encoded with a pseudorandom spread-spectrum code. 
The user’s receiver performs smoothing of its pseudorange measurements 
using the carrier phase measurements. If the code and carrier are not coherent, 
there will be an error in this pseudorange smoothing process. This error is 
caused by a satellite failure. Incoherence between the code and carrier phase 
can increase the range error, ultimately resulting in the user incorrectly deter-
mining the code/carrier ambiguity.

9.2.2.4  GNSS Signal Distortion  A satellite may fail in a manner that dis-
torts the pseudorange portion (PRN encoding) of the GPS transmission. This 
causes an error in the user’s pseudorange measurements that may be different 
from the error that the SBAS receiver experiences. In 1993, the SV-19 GPS 
satellite experienced a failure that fits into this category. This error is caused 
by a satellite failure. If a satellite experiences this type of failure, the SBAS 
may not be able to estimate the satellite clock corrections that are aligned with 
the user’s measurements, which could result in HMI.
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9.2.2.5  GNSS L1L2 Bias  The GNSS l1 and l2 signals are utilized together 
to compute the ionospheric delay so the delay can be removed from the range 
calculations. The satellite has separate signal paths for these two frequencies; 
therefore, the signals can have different delays. The difference in the delays 
must be modeled accurately to be able to properly calibrate and use l1 and 
l2 signals together.

under nominal conditions, the SBAS estimation process is very accurate, 
and this error is easily modeled with standard statistical techniques. If a satel-
lite experiences a fault, the l1l2 bias can suddenly change, resulting in a large 
estimation error. A large estimation error can lead to excessive errors in cor-
rection processing.

9.2.2.6  Environment Errors: Ionosphere  As the GNSS l1 and l2 signals 
propagate through the ionosphere, the signals are delayed by charged particles. 
The density of the charged particles, and therefore the delay, varies with loca-
tion, time of day, angle of transmission through the ionosphere, and solar 
activity. This delay will cause an error in range measurements and must be 
corrected and properly accounted for in the SBAS measurement error models. 
As discussed earlier in Chapter 7, during calm ionospheric conditions, model-
ing errors are well understood and can be handled using standard statistical 
techniques. Ionospheric storms pose a multitude of threats for SBAS users. 
The model used in the error estimation may become invalid. The user may 
experience errors that are not observable to the SBAS due to the geometry 
of the reference station pierce points. The error in the corrections may increase 
over time due to rapid fluctuations in the ionosphere.

9.2.2.7  Environment Errors: Troposphere  As the GNSS l1 and l2 signals 
propagate through the troposphere, the signals are delayed. This delay is 
dependent on temperature, humidity, angle of transmission through the atmo-
sphere, and atmospheric pressure. This delay will cause an error in range 
measurements and must be corrected and properly accounted for in the mea-
surement error models. Tropospheric modeling errors manifest themselves in 
the algorithms that generate the corrections. The user utilizes a separate tro-
pospheric model that may have errors due to tropospheric modeling.

9.2.3 GEO-Associated Errors

9.2.3.1  GEO Code and Carrier Incoherence  The GEO signal consists of 
a radiofrequency carrier encoded with a pseudorandom spread-spectrum code. 
The user’s receiver performs smoothing of its GEO pseudorange measure-
ments using the carrier phase measurements. If the code and carrier are not 
coherent, there will be an error in this pseudorange smoothing process. under 
fault-free conditions, some incoherence is possible (due to environmental 
effects). This will be a very small error that is easily modeled by the ground 
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system. under faulted conditions, severe divergence and potentially large 
errors are theoretically possible if the GEO uplink subsystem fails.

9.2.3.2  GEO-Associated  Environment  Errors:  Ionosphere  As the GEO 
l1 signal propagates through the ionosphere, the signal is delayed by charged 
particles. The density of the charged particles, and therefore the delay, varies 
with location, time of day, angle of transmission through the ionosphere, and 
solar activity. GEO satellites that are available today broadcast single-
frequency (l1) signals that do not allow a precise determination of the iono-
spheric delay at a reference station. Without dual-frequency measurements, 
uncertainty in the calculated ionospheric delay estimates bleed into the cor-
rections. New GEO satellites [PRN 135,138] have two frequencies l1 and l5. 
Ionospheric delay is calculated using those frequencies (see Chapter 7).

9.2.3.3  GEO-Associated  Environment  Errors:  Troposphere  like GNSS 
satellite signals, the GEO l1 signal is delayed as it propagates through the 
troposphere. This delay will cause an error in range measurements and must 
be corrected and properly accounted for in the measurement error models.

9.2.4 Receiver and Measurement Processing Errors

Measurement errors affect an SBAS system in two ways. They can corrupt or 
degrade the accuracy of the corrections. They can also mask other system 
errors and result in HMI slipping through to the user. The errors given below 
must all be mitigated and residual errors bounded.

9.2.4.1  Receiver  Measurement  Error  The receiver outputs pseudorange 
and carrier phase measurements for all satellites that are in view. The receiver 
and antenna characteristics limit the measurement accuracy. under fault-free 
conditions, these errors can be addressed using well-documented processes. A 
receiver could fault and output measurement data that are in error for any or 
all of the satellites in view. A latent common-mode failure in the receiver 
firmware could cause all measurements in the system to simultaneously fail. 
Erroneous measurements pose two threats. They cannot only result in correc-
tion errors; they can also fool the integrity monitors and let HMI slip through 
to the user.

9.2.4.2  Intercard Bias  For receiver designs that include multiple correla-
tors, the internal delays in the subreceivers are different. This creates a differ-
ent apparent clock for each subreceiver, called an intercard bias. under 
nominal conditions, the intercard bias estimate is extremely accurate and the 
intercard bias error is easily accounted for. Any failure condition in the receiver 
or the algorithm computing the bias will result in an increase in the measure-
ment data error.
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9.2.4.3  Multipath  under nominal conditions, the dominant source of noise 
is multipath. Multipath is caused by reflected signals arriving at the receiver 
delayed relative to the direct signal. The amount of error is dependent on the 
delay time and the receiver correlator type. (See discussion of multipath miti-
gation methods in Chapter 7.)

9.2.4.4  L1L2 Bias  The GNSS l1 and l2 signals are utilized together to 
compute the ionospheric delay so that the delay can be removed from the 
range calculations. The receivers and antenna will experience different delays 
in the electronics when monitoring these two frequencies. The difference in 
the delays must be accurately modeled to be able to remove the bias and to 
use the l1 and l2 signals together. If a receiver fails, the l1l2 bias can sud-
denly change, resulting in large estimation errors. under nominal conditions, 
the estimation process is very accurate and the error is not significant.

9.2.4.5  Receiver Clock Error  A high-quality receiver generally utilizes a 
(cesium) frequency standard that provides a long-term stable time reference 
(clock). This clock does drift. If a receiver fails, the clock bias can suddenly 
change, resulting in a large estimation error. under nominal conditions, the 
SBAS is able to accurately account for receiver clock bias and drift. If a 
receiver fails, the clock may accelerate, introducing errors into the corrections 
and the integrity monitoring algorithms.

9.2.4.6  Measurement Processing Unpack/Pack Corruption  The measure-
ment processing software that interfaces with the receiver needs to unpack 
and repack the GNSS ephemeris. A software failure or network transmission 
failure could corrupt the GNSS ephemeris data and result in the SBAS using 
an incorrect ephemeris.

9.2.5 Estimation Errors

The SBAS system provides corrections to improve the accuracy of the GNSS 
measurements and to mitigate the GPS/GEO error sources. Estimations of 
parameters and corrections described in Sections 9.2.5.1–9.2.5.4 cause these 
errors, which must be accounted for.

9.2.5.1  Reference Time Offset Estimation Error  The difference between 
the SBAS and GNSS reference time must be less than 50 ns. If the user is en 
route and mixing SBAS-corrected satellite data with non-SBAS-corrected 
satellite data, then the offset (error) between the SBAS reference time and 
the GNSS reference time could affect the user’s receiver position solution. 
under fault-free conditions, this error varies slowly. If one or more GNSS 
satellites fail, the offset between GNSS time and the SBAS reference time 
could vary rapidly.
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9.2.5.2  Clock  Estimation  Error  The SBAS system must compute esti-
mates of the reference receiver clocks and GNSS/GEO satellite clock errors. 
An error in this estimation results in errors in the user’s position solution. The 
error in the estimation process must be accounted for in the integrity bounds.

9.2.5.3  Ephemeris  Correction  Error  The SBAS computes estimates of 
each satellite’s orbit (ephemeris) and then uses these estimates to compute 
corrections. Error in the orbit (ephemeris) estimation process will result in 
erroneous corrections. Sources of error include measurement noise, tropo-
sphere modeling error, and orbital parameter modeling error. The error in the 
estimation process must be accounted for in the integrity bounds.

9.2.5.4  L1L2 Wide-Area Reference Equipment (WRE) and GPS Satellite 
Bias Estimation Error  The l1l2 bias of the satellites and the receivers is 
used to generate the SBAS corrections. SBAS users utilize single-frequency 
corrections while corrections are generated using dual-frequency measure-
ments that are unaffected by ionospheric delay errors. An error in the estima-
tion process will result in erroneous corrections. Sources of estimation error 
include measurement error, time in view, ionospheric storms, and receiver/
satellite malfunctions. The error in the estimation process must be accounted 
for in the integrity bounds.

9.2.6 Integrity-Bound Associated Errors

The integrity monitoring functionality in an SBAS system ensures that the 
system meets the allocated integrity requirement. This processing includes 
functionality that must be performed on a “trusted” platform with software 
developed to the proper RTCA/d0178-B safety level.

The ICAO HMI hazard has been evaluated to be a “hazardous/severe–
major” failure condition. This requires all software responsible for preventing 
HMI to be developed using a process that meets all the RTCA/dO-178B 
level B objectives.

A critical aspect of mitigating an integrity threat is the determination of the 
threat model. Threats originating in the RTCA/dO-178B level B software 
can be characterized using observed performance, provided all the inputs 
originate from level B software and the algorithms have been designed in an 
analytic methodology.

9.2.6.1  Ionospheric Modeling Errors  The SBAS system uses an underlying 
characterization to transmit ionospheric corrections to the user. during periods 
of high solar activity, the ionospheric decorrelation can be quite rapid and 
large, and the true delay variation around the grid point may not match the 
underlying characterization. In this case, the SBAS-estimated delay measure-
ment and the associated error bound may not be accurate or the SBAS may 
not sample a particular ionospheric event that is affecting a user.
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9.2.6.2  Fringe Area Ephemeris Error  Errors may be present in the SBAS 
GNSS position estimates that are not observable from the reference receivers. 
These errors could cause position errors in a user’s position solution that are 
not observable to the reference receivers.

9.2.6.3  Small-Sigma  Errors  It is possible that any quantity of satellites 
could contain small- or medium-sized errors that combine in such a manner 
that creates an overall position error that is unbounded to a user.

9.2.6.4  Missed  Message:  Old  But Active  Data  (OBAD)  The user could 
have missed one or more messages and is allowed to use old corrections and 
integrity data. The use of these old data could result in an increased error 
compared to users that have not missed messages.

9.2.6.5  Time to Alarm (TTA) Exceeded  If there is an underbound condi-
tion, the SBAS is required to correct that condition within a specified period 
of time. This is called the TTA. This alarm is a series of messages that contain 
the new information, such as an increased error bound or new corrections that 
are needed to correct the situation and prevent HMI. different types of failure, 
such as hardware, software, or network transmission delay, could occur and 
cause the alarm messages to be delayed in excess of the required time.

9.2.7 GEO Uplink Errors

Errors caused by the uplink system can also be a source of HMI to the user.

9.2.7.1  GEO Uplink System Fails  to Receive SBAS Message  Any hard-
ware or software along the path to the satellite could fault, causing the message 
to be delayed or not broadcast at all.

9.2.8 Mitigation of Integrity Threats

This section describes some approaches that may be used to eliminate and 
minimize data errors, mitigate integrity threats, and satisfy the safety integrity 
requirements.

Safety design and safety analyses are utilized to protect the data transmis-
sion path into the integrity monitors and out to the user through the geosta-
tionary satellite.

Such integrity monitors, written to dO-178B level B standards to provide 
adjustments to the integrity bounds, must test the associated integrity data, 
user differential range error (udRE) or grid ionosphere vertical error (GIVE) 
in an analytically tractable manner. The test prevents HMI by either passing 
the integrity data with no changes, increasing the integrity data to bound the 
residual error in the corrections, or setting the integrity data to “not moni-
tored” or “don’t use.” Each integrity monitor must carefully account for the 
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uncertainty in each component of a calculation. Noisy measurements or poor 
quality corrections will result in large integrity bounds.

The examples given are for a system that utilizes either a “calculate then 
monitor” or “monitor then calculate” design. Both techniques are used in the 
examples to fully illustrate the types of mitigation needed to meet the general 
SBAS integrity requirements. under the “calculate then monitor” design, cor-
rections and error bounds are computed assuming that the inputs to the system 
follow some observed or otherwise predetermined model. A monitoring 
system then verifies the validity of these corrections and error bounds against 
the integrity threats. With the “monitor then calculate design,” the measure-
ments inputs to the monitor are carefully screened and forced to meet strict 
integrity requirements. The corrections and the error bounds are then com-
puted in an analytically tractable manner and no further testing is required. 
Both designs must address all of the errors associated with an SBAS system 
in an analytically tractable manner.

9.2.8.1  Mitigation of GNSS Associated Errors 

GNSS Clock Error 
fault-free case The clock corrections are computed in a Kalman filter. The 
broadcast udRE should be constructed using standard statistical techniques 
to ensure that the nominal errors in the fast corrections and long-term clock 
corrections are bounded.

faulted case A monitor is designed to ensure that the probability of a large 
fast correction error and/or long-term clock correction error is less than the 
allocation on the fault tree. The monitor must use measurements that are 
independent of the measurements used to compute the corrections. Error 
models for each input into the monitor must be determined and validated. The 
monitor either passes the udRE or increases the udRE or sets it to “not 
monitored” or “don’t use” depending on the size of the GNSS clock error.

GPS Ephemeris Error 
fault-free case The orbit corrections are computed in a Kalman filter. The 
broadcast udRE would be constructed using standard statistical techniques 
to ensure that the nominal errors in the long-term position corrections are 
bounded.

faulted case Clock errors are easily observed by a differential GNSS system. 
The ability of an SBAS to observe orbit errors is dependent on the location 
of the system’s reference stations. The SBAS can generate a covariance matrix 
and package it in SBAS message type 28. This message provides a location-
specific multiplier for the broadcast udRE. The covariance matrix must take 
into account the quality of the measurements from the reference stations and 
the quality of the ephemeris corrections broadcast from the SBAS. When the 
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GNSS ephemeris is grossly in error, the SBAS must either detect and correct 
the problem or increase the uncertainty in the udRE. under faulted condi-
tions, the SBAS must account for the situation where clock error cancels with 
the ephemeris error at one or more of the reference stations.

GNSS Code and Carrier 
fault-free case GNSS code-carrier divergence results from a failure on the 
GNSS satellite and errors do not need to be mitigated in the fault-free case.

faulted case A monitor must be developed to detect and alarm if the GNSS 
code and carrier phase become incoherent. The monitor must account for dif-
ferences in the SBAS measurement smoothing algorithm and the user’s mea-
surement smoothing algorithm. The most difficult threat to detect and mitigate 
is one where the code-carrier divergence occurs shortly (within seconds) after 
the user acquires the satellite. In this case, the error has an immediate effect 
on the user and a gradual effect on the SBAS.

GNSS Signal Distortion 
fault-free case GNSS signal distortion results from a failure on the GNSS 
satellite and errors do not need to be mitigated in the fault-free case.

faulted case A monitor can be developed to mitigate the errors from GNSS 
signal distortion. The measurement error incurred from signal distortion is 
receiver dependent. The monitor must mitigate the errors regardless of the 
type of equipment the user is employing.

GNSS L1L2 Bias 
fault-free case l1l2 bias errors can be computed with a Kalman filter. 
These corrections are not sent to the user but are used in the other monitors. 
Nominal error bounds are computed with standard statistical techniques.

faulted case If the SBAS design utilizes the l1l2 bias corrections in the 
integrity monitors, then they must account for the faulted case. The l1l2 bias 
can suddenly change due to an equipment failure on board the GNSS satellite. 
The SBAS must be designed so that this type of failure does not “blind” the 
monitors. One approach to this design is to form a single-frequency integrity 
monitor that tests the corrections without using the l1l2 bias corrections.

Environment (Ionosphere) Errors 
fault-free case under calm ionospheric conditions, the GIVE is computed 
in a fashion that accounts for measurement uncertainty, l1l2 bias errors, and 
nominal fluctuations in the ionosphere.

faulted case The integrity monitors must ensure that an ionospheric storm 
cannot cause HMI. One approach to this problem is to create an ionospheric 
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storm detector that is sensitive to spatial and/or temporal changes in the iono-
spheric delay. Proving such a detector mitigates HMI is a difficult endeavor 
since the ionosphere is unpredictable during ionospheric storms. It is possible 
for ionospheric storms to exist in regions where the SBAS does not sample 
the event. An additional factor can be added to the GIVE to account for 
unobservable ionospheric storms. In some cases (when a reference receiver is 
out or the grid point is on the edge of the service volume), this term can be 
quite large. The GIVE must also account for rapid fluctuations in the iono-
sphere between ionospheric correction updates. One way to mitigate such 
errors is to run the monitor frequently and to send alarm messages if such an 
event occurs.

Environment (Troposphere) Errors 
both cases Tropospheric delay errors are built into many of the SBAS cor-
rections. The SBAS must determine error bounds on the tropospheric delay 
error and build them into the udRE.

9.2.8.2  Mitigation of GEO-Associated Errors 

GEO Code and Carrier and Environment Errors For GEO code-associated 
errors, fault-free and faulted, see Section 9.2.8.1, Subsection “GNSS Code and 
Carrier.”

fault-free case Since GEO measurements are single frequency, the dual-
frequency techniques utilized for GNSS integrity monitoring have to be  
modified. One approach to working with single-frequency measurements is to 
compensate for the iono delay using the broadcast ionospheric grid delays. 
The uncertainty of the iono corrections (GIVE) needs to be accounted for in 
the integrity monitors.

faulted case during ionospheric storms, the GIVE is likely to be substan-
tially inflated. The inflated values will “blind” the other integrity monitors from 
detecting small GEO clock and ephemeris errors, resulting in a large GEO 
udRE.

For both faulted and fault-free cases, of environment (troposphere) errors, 
see Section 9.2.8.1, Subsection “Environment (Troposphere) Errors, Both cases.”

9.2.8.3  Mitigation of Receiver and Measurement Processing Errors 

Receiver Measurement Error 
fault-free case The integrity monitors must account for the noise in the refer-
ence station measurements. A bound on the noise can be computed and utilized 
in the integrity monitors. In the “calculate then monitor” approach, integrity moni-
tors must use measurements that are uncorrelated with the measurements 
used to compute the corrections. Otherwise, error cancellation may occur.
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faulted case In the faulted case, one or more receivers may be sending out 
erroneous measurements. An integrity monitor must be built to detect such 
events and to ensure that erroneous measurements do not blind the integrity 
monitors.

intercard bias both cases Intercard bias errors appear to be measurement 
errors and are mitigated by the methods discussed in Section 9.2.4.1.

Code Noise and Multipath (CNMP) 
fault-free case Small multipath errors are accounted for in the receiver 
measurement error discussed in Section 9.2.8.3.

faulted case large multipath errors must be detected and screened from 
the integrity monitors or accounted for in the measurement noise error bounds.

WRE L1L2 Bias 
fault-free case The WRE l1l2 bias can be computed in a manner similar 
to that for the GNSS l1l2 bias. The nominal errors in this computation must 
be bounded and accounted for in the integrity monitors.

faulted case A receiver can malfunction, causing the l1l2 bias to suddenly 
change. The l1l2 bias is used in the correction and integrity monitoring func-
tions and such a change must be detected and corrected to prevent HMI. A 
single-frequency monitor can be created that tests the corrections without 
using l1l2 bias as an input.

WRE Clock Error 
fault-free case The receiver clock error can be computed using a Kalman filter. 
Standard statistical techniques can be used to determine the error in the WRE 
clock estimates. This error bound can be utilized by the integrity monitors.

faulted case If bad data are received in the Kalman filter, erroneous WRE 
clock corrections could result. An integrity monitor can be built that does not 
utilize the WRE clock estimates from the Kalman filter to test the corrections 
when the WRE clock estimates are bad.

9.2.8.4  Mitigation of Estimation Errors 

Reference Time Offset Estimation Error 
fault-free case In the fault-free case, the difference between the GPS refer-
ence time and the SBAS reference time is accounted for by the user, provided 
the difference is less than 50 ns.

faulted case In the faulted case, due to some system fault or GPS anomaly, 
the difference in the SBAS reference time and the GPS reference time exceeds 
50 ns. A simple monitor can be constructed to measure the difference between 
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the two references. The monitor would respond to a large offset by setting all 
satellites not monitored, stopping the user from mixing corrected and uncor-
rected satellites.

Clock Estimation Error, Ephemeris Correction Error, L1L2 WRE, and GNSS 
Satellite Bias Estimation Error 
See Section 9.2.8.1, “GNSS Clock Error,” “GNSS Ephemeris Error,” and 
“GNSS l1l2 Bias,” and Section 9.2.8.3, “WRE l1l2 Bias.”

9.2.8.5  Mitigation of Integrity-Bound-Associated Errors 

Ionospheric Modeling Error 
fault-free case Extensive testing of the models used in the SBAS will 
provide assurance that the iono model error is properly bounding under quiet 
ionospheric conditions.

faulted case during an ionospheric storm, the validity of the model is in 
question. A monitor can be constructed to test the validity of the model and 
to increase the GIVE when the model is in question.

Fringe Area Ephemeris Error 
fault-free case This error is mitigated by message type 28 as discussed in 
Section 9.2.8.1, “GNSS Ephemeris Error.”

faulted case Special considerations must be taken to ensure that the integ-
rity monitors are sensitive to satellite ephemeris errors on the fringe of cover-
age. Errors in the satellite ephemeris are not well viewed by the SBAS on the 
edge of the service region. A specific proof of the monitors’ sensitivity to errors 
of this nature is required. Additional inflation factors may be needed to adjust 
the udRE for this error.

Small-Sigma Errors 
fault-free case Tests can easily be performed on individual corrections; the 
user, however, must be protected from the combination of all error sources. 
An analysis can be performed to demonstrate that any combination of errors 
observed in the fault-free case is bounded by the broadcast integrity bounds. 
An example of this analysis is discussed in Ref. 15.

faulted case under faulted conditions, small biases may occur, which can 
“add” in the user position solution to cause HMI. This threat can be mitigated by 
monitoring the accuracy of the user position solution at the reference stations.

Missed Message: OBAD 
fault-free case The OBAd deprivation factors broadcast by the SBAS 
account for aging data.
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faulted case The integrity monitors must ensure that every combination of 
active SBAS messages meets the integrity requirements. Two methods are 
suggested for this threat. First, the integrity monitors can run on every active 
set of broadcast messages to check their validity after broadcast. If a large 
error is detected, an alarm will be sent. A second, preferable, approach is to 
test the messages against every active data set before broadcast and to adjust 
the corrections/integrity bounds accordingly.

TTA Exceeded 
fault-free case The system is designed to meet the time-to-alarm require-
ment by continually monitoring the satellite signals and responding to integ-
rity faults with alarms.

faulted case A monitor can be designed to test the “loop back” time in the 
system and continually ensure that the TTA requirement is met. The monitor 
sends a test message every minute and measures the time it takes for the 
message to loop back through the system.

9.3 SBAS EXAMPLE

The process for identifying, characterizing, and mitigating a failure condition 
is illustrated by the following SBAS example. SBAS broadcasts corrections to 
compensate for range errors incurred as the signal passes through the iono-
sphere. The uncertainty in these corrections is computed and sent to the user 
along with the corrections. HMI would result if the SBAS broadcasts errone-
ous integrity data (error bounds) and does not alert the user to the erroneous 
integrity data within a specified time limit. This time limit is referred to as the 
TTA.

1. Identify Error Conditions that Can Cause HMI. Error conditions can be 
caused by internal or external hardware or software failures or fluctua-
tions in environmental conditions. The onset of an ionospheric storm 
represents a failure condition that could result in large errors in the 
ionospheric corrections, ultimately resulting in an increased probability 
of HMI.

2. Precisely Characterize the Threat. On days with nominal ionospheric 
behavior, the ionospheric threats are well understood and are reasonably 
easy to quantify. Scientists are not yet able to characterize the ionosphere 
during storm conditions. For these reasons, SBAS has generated specific 
threat models for the ionosphere based on real data collected during the 
worst ionospheric activity from the solar maximum period (an 11-year 
solar cycle). An important aspect of this model is the ionospheric irregu-
larity detector, which assures the validity of the model and inflates the 
error bounds if the validity of the model is in question.
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3. Identify Error Detection Mechanisms. In the SBAS, errors in ionospheric 
corrections are mitigated by a monitor located in a “safety processor” 
and a special detector called the “ionospheric irregularity detector.”

4. Analytically Determine That the Threat is Mitigated. It is tempting to take 
an reliability, maintainability, availability (RMA) approach to dealing 
with ionospheric storms:
(a) Ionospheric storms are “infrequent events.”
(b) “We haven’t seen them cause HMI yet . . . .”
(c) “They don’t last very long.”
(d) “The system has other margins . . . .”

The a priori probability of a storm is not the mitigation of the threat. SBAS 
must meet its 10−7 integrity allocation during ionospheric storms. The analysis 
must account for worst-case events, like storms that are not well sampled by 
the ground system. Furthermore, it is not necessarily the storms with the 
highest magnitude that are the hardest to detect or are most likely to cause 
HMI. Extensive analysis is needed to characterize the threat.

In general, every requirement in a system’s specification is tested by some 
type of formal demonstration. Most of the SBAS system-level requirements 
fall into this category; however, the SBAS integrity requirement does not. 
Testing fault-tree allocations of 10−7 and smaller requires on the order of 
100,000,000 independent points (I sample every 5 min for 950 years). Integrity 
can only be demonstrated where reference stations exist.

Integrity must be proved for every satellite/user geometry. Every user at 
every point in space must be protected at all times. demonstrations cannot be 
conducted where data are not available. In addition, every satellite geometry 
(subset) must be tested. Since GPS orbits repeat, then, if at a specific airport 
a satellite/user geometry exists with an increased probability of HMI, the situ-
ation will repeat every day at the same time until the constellation changes. It 
is because of these considerations that analytic proofs are required to satisfy 
integrity requirements.

The identification, characterization, and mitigation of a threat to the SBAS 
user should be carefully scrutinized by a panel of experts in the SBAS field. 
The analysis supporting claims is formally documented, scrutinized, and 
approved by this panel. This four-step process should be completed for every 
error identified in the system.

9.4 SUMMARY

The data used by an SBAS to calculate the corrections and integrity data are 
assumed to contain errors that have been sufficiently mitigated. The errors 
discussed are inherent in any SBAS design that utilizes GPS satellites. An 
SBAS design mitigates the majority of these errors with “corrections,” thereby 



348 GNSS ANd GEO SIGNAl INTEGRITy

making it a trusted navigation aid. The leftover errors, referred to as residual 
errors, are mitigated by the transmission of residual error bounding informa-
tion. The threat of potential underbounding of integrity information is miti-
gated by integrity monitors. Both faulted and unfaulted cases are examined 
and mitigation strategies have been discussed. These SBAS corrections improve 
the accuracy of satellite signals. The integrity data ensure that the residual 
errors are bounded. The SBAS integrity monitors ensure that the integrity data 
have not been corrupted by SBAS failures. Following the integrity design 
guidelines given in this chapter is an important factor in obtaining certification 
and approval for use of the SBAS system.

SBAS integrity concepts may be applied to GBAS. In GBAS, the integrity 
will be broadcast from the ground.

9.5 FUTURE: GIC

A GNSS data integrity channel (GIC) will be provided in the next generation 
of GPS satellites such as GPS IIF and GPS III. In addition, the next generation 
will include airborne monitoring by using redundant measurements (RAIM). 
The GIC consists of a network of ground-based GNSS signal monitoring sta-
tions, located at known reference stations that cover a wide geographical area 
over which signal integrity is guaranteed by navigation providers, such as the 
FAA.

These monitors will be connected to a central control station where the 
integrity decision will be made. The integrity message will be broadcast through 
GEO stationary satellites [14].

PROBLEM

9.1 use the data from GPS_Position(PRN#) from Appendix A for six satel-
lites (position), pseudoranges, and user position to find the integrity using 
three RAIM methods.
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Once you get the physics right, the rest is mathematics.1

—Rudolf E. Kalman

10.1 INTRODUCTION

The purpose of this chapter is to familiarize you with both the theoretical and 
practical aspects of Kalman filtering, especially those features that are neces-
sary for global navigation satellite system (GNSS) navigation, and for GNSS/
inertial navigation system (INS) integration. The presentation is primarily 
slanted toward these applications, but we have also included a brief derivation 
of the Kalman gain matrix, based on the maximum-likelihood estimation 
(MLE) model. We also include the derivation and demonstration of a method 
for assessing the relative statistical significance of linearization errors in GNSS 
implementations of the Kalman filter.

Broader treatments of the Kalman filter are presented in Refs. 1, 6, 10, 15, 
and 27; more basic introductions can be found in Refs. 8, 31; more mathemati-
cally rigorous derivations can be found in Ref. 14; more extensive coverage of 
the practical aspects of Kalman filtering can be found in Refs. 5 and 12; and 
background on matrices and matrix methods can be found in Refs. 2 and 11.

1Kailath Lecture, Stanford University, May 11, 2008.
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10.1.1 What Is a Kalman Filter?

It has been justifiably labeled “navigation’s integration workhorse” [20] 
because it has become an essential part of modern navigation systems—
especially for integrating navigation systems as disparate as GNSS and INS. It 
is unlikely that GNSS could have been developed without the Kalman filter, 
and certainly not GNSS/INS integration.

Earlier navigation implementations typically required the solution of sets 
of fairly complex equations giving the measured values of observable variables 
(e.g., sextant angles) as functions of the position variables in what is called a 
“forward model”:

measurement position= ( )f .

Before Kalman filtering, solving for the independent variables (the navigation 
solution) as functions of the dependent variables (the measured values) 
required inverting that forward model.

The Kalman filter, on the other hand, uses the forward model directly. It 
does not require the functional inversion of the forward model. Its solution is 
a numerical algorithm using the equations of the forward model and their 
partial derivatives.

Kalman’s paper introducing his now-famous filter was first published in 
1960 [16], and its first practical implementation was for integrating an inertial 
navigator with airborne radar aboard the C5A military aircraft [21].

The application of interest here is quite similar. We want to integrate an 
onboard inertial navigator with a different electromagnetic ranging system 
(GNSS). There are many ways to do this [4], but nearly all involve Kalman 
filtering.

The Kalman filter is an extremely effective and versatile procedure for 
combining noisy sensor outputs to estimate the state of a system with uncertain 
dynamics, where

The noisy sensors could be just GNSS receivers and INSs, but may also include 
subsystem-level sensors (e.g., GNSS clocks or INS accelerometers and 
gyroscopes) or auxiliary sensors such as speed sensors (e.g., wheel speed 
sensors for land vehicles, water speed sensors for ships, air speed sensors 
for aircraft, or doppler radar), magnetic compasses, altimeters (baromet-
ric or radar) or radionavigation aids (e.g., distance measurement equip-
ment [dME], VHF omnirange [VoR], long-range navigation [LoRAN]).

The system state in question may include the position, velocity, acceleration, 
attitude, and attitude rate of a vehicle on land, at sea, in the air, or in space. 
The system state may also include ancillary “nuisance variables” for 
modeling time-correlated noise sources such as ionospheric propagation 
delays of GNSS signals, and time-varying parameters of the sensors, 
GNSS receiver clock frequency and phase, or scale factors and output 
biases of accelerometers or gyroscopes.
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Uncertain dynamics includes unpredictable disturbances of the host vehicle, 
whether caused by a human operator or by the medium (e.g., winds, 
surface currents, turns in the road, or terrain changes), but it may also 
include unpredictable changes in the sensor parameters.

10.1.2 How Does It Work?

The Kalman filter maintains two types of variables:

1. An Estimate x̂ of the State Vector x. The components of the estimated 
state vector include the following:
(a) The variables of interest (i.e., what we want or need to know, such 

as position and velocity).
(b) Nuisance variables that are of no intrinsic interest but may be neces-

sary to the estimation process. These nuisance variables may include, 
for example, the effective propagation delay errors in GNSS signals. 
We generally do not wish to know their values but may be obliged 
to calculate them to improve the receiver estimate of position.

The Kalman filter state variables for a specific application ordinarily 
include all those system dynamic variables that are measurable by the 
sensors used in that application.

For example, the Kalman filter state variables for GNSS-only naviga-
tion might include the ionospheric propagation delay errors in th pseu-
doranges between the satellites and the receiver antenna, or they  
might contain the position coordinates of the receiver antenna. Position 
could be represented by geodetic latitude, longitude, and altitude with 
respect to a reference ellipsoid, or geocentric latitude, longitude, and 
altitude with respect to a reference sphere, or earth-centered, earth-fixed 
(ECEF) Cartesian coordinates, or ECI coordinates, or any equivalent 
coordinates.

In similar fashion, a Kalman filter for an INS containing acceler-
ometers and rate gyroscopes might include accelerations and rotation 
rates to which these instruments respond. However, simplified INS 
models might ignore the accelerometers and angular rate sensors and 
model the INS itself as a position-only sensor, or as a position and veloc-
ity sensor.

2. An Estimate of Estimation Uncertainty. Uncertainty is modeled by a 
covariance matrix

 P x x x x= −( ) −( )
def

TE ˆ ˆ  (10.1)

of estimation error x̂ x−( ), where x̂ is the estimated state vector, x is the 
actual state vector, and E is the expectancy operator.
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The equations used to propagate the covariance matrix (collectively 
called the Riccati equation) model and manage uncertainty, taking into 
account how sensor noise and dynamic uncertainty contribute to uncer-
tainty about the estimated system state.

By maintaining an estimate of its own estimation uncertainty and the 
relative uncertainty in the various sensor outputs, the Kalman filter is 
able to combine all sensor information “optimally,” in the sense that the 
resulting estimate minimizes any linear quadratic loss function of estima-
tion error, including the mean-squared value of any linear combination 
of state estimation errors. The Kalman gain is the optimal weighting 
matrix for combining new sensor information with a prior estimate to 
obtain a new estimate. The Kalman gain is usually obtained as a partial 
result in the solution of the Riccati equation.

10.1.2.1  Prediction and Correction  The Kalman filter is a two-step process, 
the steps of which we call “prediction” and “correction.” The filter can start 
with either step.

The correction step updates the estimate itself and the covariance matrix 
of estimation uncertainty, based on new information obtained from sensor 
measurements. It is also called the observational update or measurement 
update, and the Latin prepositional phrase a posteriori is often used for the 
corrected estimate and its associated uncertainty.

The prediction step updates the estimate and estimation uncertainty, 
taking into account the effects of uncertain system dynamics over the times 
between measurements. It is also called the temporal update, and the Latin 
phrase a priori is often used for the predicted estimate and its associated 
uncertainty.

10.1.3 How Is It Used?

1. For estimation, using the full complement of variables:
(a) The estimate x̂ of the state of a stochastic system, using noisy mea-

surements z = Hx + v, related to the state variables x of the stochas-
tic system. The stochastic system is modeled as a discrete-time 
Markov process: xk = Φk−1xk−1 + wk−1, where the matrices Φk−1 are 
known, but the “process noise” variables wk−1 are modeled as vector-
valued zero-mean white-noise processes.

(b) The successive estimates Pk of uncertainties in the estimates x̂k of 
the state vector. These values are needed for calculating the Kalman 
gains, which apply the statistically optimal weighting to the informa-
tion in the measurements, based on the relative uncertainties in 
estimated state variables and measurements zk (due to the noise vk).

It has become the essential tool for implementing GNSS systems 
and for integrating GNSS with INSs.
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2. For predicting performance of a proposed sensor system for a particular 
mission, using only the Riccati equations for calculating the successive 
values of Pk. It turns out that the performance of the Kalman filter, in 
terms of how well it can estimate the unknown state variables based on 
the measurements, does not depend on the measurements themselves. 
Performance depends only on values of the matrices Φk−1 and Hk, plus 
the respective covariance matrices associated with the two white-noise 
processes wk and vk. As a consequence, the expected performance of a 
proposed sensor system design for a specified stochastic system can be 
determined by solving only the Riccati equations ancillary to the Kalman 
filter. This form of systems analysis has been of enormous value. It was 
the essential tool used in the design of the GPS navigation system, for 
evaluating alternative satellite constellations and alternative hardware 
and software implementations in the satellites and receivers.

10.2 KALMAN FILTER CORRECTION UPDATE

The Kalman gain matrix K is the crown jewel of Kalman filtering. All the effort 
of solving the matrix Riccati equation is for the purpose of computing the 
“optimal” value of the gain matrix K  used as shown in Fig. 10.1 for correcting 
an estimate x̂, based on the measurement

 z Hx= + noise  (10.2)

that is a linear function of the vector variable x to be estimated, plus additive 
noise with known statistical properties.

10.2.1 Deriving the Kalman Gain

Like laws and sausages,2 people who like Kalman filtering often find its deriva-
tion somewhat traumatic. This led academicians to develop alternative deriva-
tions, more easily understood by engineering students. What is perhaps the 

Fig. 10.1 Estimate correction using Kalman gain.

CORRECTED
ESTIMATE

PREDICTED
ESTIMATE

NOISY
MEAS.

PREDICTED
MEAS.

KALMAN
GAIN

x(+)ˆ + Hx(–)ˆ–z×

+

=

= –×

x(–)ˆ K̂ [ ]

2A reference to the observation that people who like laws and sausages should not watch them 
being made, often attributed to otto von Bismarck (1815–1898) but traced to the American poet 
John Saxe (1816–1887), author of “The Blind Men and the Elephant.”
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most user-friendly of these, using the maximum-likelihood estimator model, is 
given below.

10.2.1.1  Approaches  to  Deriving  the  Kalman  Gain  Kalman’s original 
derivation of his gain matrix made no assumptions about the underlying prob-
ability distributions, but this requires a level of mathematical rigor that is a bit 
beyond standard engineering mathematics. As an alternative, it has become 
common practice to derive the formula for the Kalman gain matrix K based 
on an analogous filter called the linear Gaussian quadratic maximum-likelihood 
estimator (LGQ-MLE). It uses the analogies shown in Fig. 10.2 between con-
cepts in Kalman filtering, Gaussian probability distributions, and MLE.

This derivation is given in the following subsections. It begins with some 
background information on the properties of Gaussian probability distribu-
tions and Gaussian likelihood functions, then development of models for noisy 
sensor outputs and a derivation of the associated maximum-likelihood esti-
mate (MLE) for combining prior estimates with noisy sensor measurements.

10.2.1.2  Gaussian  Probability  Density  Functions  Probability density 
functions (PdFs) are nonnegative integrable functions whose integral equals 
unity (i.e., 1). The density functions of Gaussian probability distributions all 
have the form

 p
n

( )
det

exp ] ]x
P

x P x= − − −





−1

(2 )

1
2

[ [ ,1

π
m mT  (10.3)

Fig. 10.2 Analogous concepts in three different contexts.
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where n is the dimension of P (i.e., P is an n × n matrix) and the parameters

m
m

=
∈ ( )

def

E
x

x
N P,

  (10.4)

= ∫ ∫
def

dx dx p
x

n
xn

1
1

� ( )x x  (10.5)

P x x= − −
∈ ( )

def
TE

x N Pm
m m

,
)(( )  (10.6)

= − −∫ ∫
def

Tdx dx p
x

n
xn

1
1

( )( )( )� x x xm m .  (10.7)

The parameter µ is the mean of the distribution. It will be a column vector 
with the same dimensions as the variate x.

The parameter P is the covariance matrix of the distribution. By its 
definition, it will always be an n × n, symmetric, nonnegative definite matrix. 
However, because its determinant appears in the denominator of the square 
root and its inverse appears in the exponential function argument, it must be 
positive definite as well; that is, its eigenvalues must be real and positive for 
the definition to work.

The constant factor 1 / 2( ) detπ n P  in Eq. 10.3 is there to make the integral 
of the probability density function equal to unity, a necessary condition for all 
probability density functions.

The operator E〈⋅〉 is the expectancy operator, also called the expected-value 
operator.

The notation x ∈ N(µ, P) denotes that the variate (i.e., random variable) x 
is drawn from the Gaussian distribution with mean µ and covariance P. Gauss-
ian distributions are also called normal (the source of the N notation) or 
Laplace distributions.

10.2.1.3  Properties  of  Likelihood  Functions  Likelihood functions are 
similar to probability density functions except that their integrals are not 
constrained to equal unity or even required to be finite. They are useful for 
comparing relative likelihoods and for finding a value,

 m x∈ ( )[ ]argmax ,ℒ  (10.8)

of the unknown independent variable x at which the likelihood function ℒ 
achieves its maximum,3 as illustrated in Fig. 10.3.

3It is possible that a likelihood function will achieve its maximum value at more than one value 
of x, but that will not matter in the derivation.
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Gaussian Likelihood Functions These functions have the form

 ℒ x m Y x m Y x m, ,
1
2

,( ) = − −[ ] −[ ]{ }c exp T  (10.9)

where c > 0 is an arbitrary scaling variable and m (defined in Eq. 10.8) is a 
value of x at which ℒ achieves its maximum value.

Information Matrices The parameter Y in Eq. 10.9 is called the information 
matrix of the likelihood function. It replaces P−1 in the Gaussian probability 
density function. If the information matrix Y is nonsingular, then its inverse 
Y−1 = P, a covariance matrix. However, an information matrix is not required 
to be nonsingular. This property of information matrices is important for rep-
resenting the information from a set of measurements (sensor outputs) with 
incomplete information for determining the unknown vector x; that is, the 
measurements may provide no information about some linear combinations 
of the components of x, as illustrated in Fig. 10.4.

Scaling of Likelihood Functions MLE is based on the argmax of the likeli-
hood function, but for any positive scalar c > 0,

 arg max( ) arg max( );cℒ ℒ=  (10.10)

that is, positive scaling of likelihood functions will have no effect on the 
maximum-likelihood estimate. As a consequence, likelihood functions can 
have arbitrary positive scaling.

Fig. 10.3 Maximum-likelihood estimate.

max (L)

L(x)

argmax (L)

x
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Independent Likelihood Functions The joint probability P(A&B) of inde-
pendent events A and B is the product P(A&B) = P(A) × P(B). The analogous 
effect on independent likelihood functions ℒA and ℒB is the pointwise product; 
that is, at each “point” x,

 ℒ ℒ ℒA B A B& ( ) ( ) ( ).x x x= ×  (10.11)

Pointwise Products of Likelihood Functions one of the remarkable attri-
butes of Gaussian likelihood functions is that their pointwise products are also 
Gaussian likelihood functions, as illustrated in Fig. 10.5.

A Lemma Given two Gaussian likelihood functions with parameter sets {mA, 
YA} and {mB, YB}, their pointwise product is a scaled Gaussian likelihood func-
tion with parameters {mA&B, YA&B} such that, for all x,

exp exp&− −[ ] −[ ]



 = × − −[ ] −[ ]1

2
1
2

& &x m Y x m x m Y x mA B A B A B A A AcT T





× − −[ ] −[ ]



exp

1
2

x m Y x mB B B
T

  (10.12)

for some constant c > 0.
This is the fundamental lemma about Gaussian likelihood functions, and 

proving it by construction will give us the Kalman gain matrix as a corollary.

10.2.1.4  Solving  for  Combined  Information  Matrix  one can solve Eq. 
10.12 for the parameters mA&B and YA&B as functions of the parameters mA, 
YA, mB, and YB.

Fig. 10.4 Likelihood without unique maximum.

L(x)

(ALL VALUES EQUALLY LIKELY)

x
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Taking logarithms of both sides of Eq. 10.12 will produce the equation

− −[ ] −[ ] = − −[ ] −[ ]

− −[ ]

1
2

1
2

1
2

&x m Y x m x m Y x m

x m

A B A B A B A A A

B

c& & log( )T T

TT Y x mB B−[ ].
 (10.13)

Next, taking the first and second derivatives with respect to the independent 
variable x will produce the equations

 Y x m Y x m Y x mA B A B A A B B& &( ) ( ) ( ),− = − + −  (10.14)

 Y Y YA B A B& ,= +  (10.15)

respectively.

Information is Additive The information matrix of the combined likelihood 
function (YA&B in Eq. 10.15) equals the sum of the individual information 
matrices of the component likelihood functions (YA and YB in Eq. 10.15).

10.2.1.5  Solving  for  Combined  Argmax  Equation 10.14 evaluated at 
x = 0 is

 Y m Y m Y mA B A B A A B B& & ,= +  (10.16)

which can be solved for

Fig. 10.5 Pointwise products of Gaussian likelihood functions.

L(x)

LA(x)

LA&B(x)

= LA(x)LB(x)

LB(x)

x
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 m Y Y m Y mA B A B A A B B& &= +† ( )  (10.17)

 = + +( ( ),Y Y Y m YA B A A B B)† m  (10.18)

where † denotes the Moore–Penrose pseudoinverse4 of a matrix.

The Combined Maximum-Likelihood Estimate is a Weighted Average Equa-
tions 10.15 and 10.18 are key results for deriving the formula for Kalman gain. 
All that remains is to define likelihood function parameters for noisy sensors.

10.2.1.6  Noisy Measurement Likelihoods  The term measurement refers to 
outputs of sensors that are to be used in estimating the argument vector x of 
a likelihood function. Measurement models represent how these measure-
ments are related to x, including those errors called measurement errors or 
sensor noise. These models can be expressed in terms of likelihood functions 
with x as the argument.

The Measurement Vector The collective output values from a multitude  of 
sensors can be represented as the components of a vector,

 z =























def

z

z

z

z

1

2

3 ,

�

�

 (10.19)

called the measurement vector, a column vector with  rows.

Measurement Sensitivity Matrix We suppose that the measured values zi are 
linearly5 related to the unknown vector x we wish to estimate,

 z Hx= ,  (10.20)

where H is the measurement sensitivity matrix.

5The Kalman filter is defined in terms of the measurement sensitivity matrix H, but the extended 
Kalman filter can be defined in terms of a suitably differentiable vector-valued function h(x).

4The Moore–Penrose pseudoinverse M† of a matrix M satisfies the four conditions:

MM M M M MM M MM MM M M M M† † † † † † † † ,= = ( ) = ( ) =, , ,
T T

where T denotes the matrix transpose (or Hermitian transpose of complex matrices). The Moore–
Penrose pseudoinverse is defined for all matrices, including nonsquare matrices and nonsingular 
matrices.
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Measurement Noise Measurement noise is the unpredictable error at the 
output of the sensors. It is also called “sensor noise.” It is assumed to be additive:

 z Hx v= +  (10.21)

or

 z Hx Jv= + ,  (10.22)

where the measurement noise vector v is assumed to be zero-mean Gaussian 
noise with known covariance R:

 E v =
def

0,  (10.23)

 R vv=
def

TE .  (10.24)

Sensor Noise Distribution Matrix The matrix J in Eq. 10.22 is called a “sensor 
noise distribution matrix.” It models “common mode” sensor noise, in which 
a lower-dimensional noise source (e.g., power supply noise, electromagnetic 
interference, or temperature variations) corrupts multiple sensor outputs.

Measurement Likelihood A measurement vector z and its associated covari-
ance matrix of measurement noise R define a likelihood function for the “true” 
value of the measurement (i.e., without noise). This likelihood function will 
have its argmax at

 m zz =  (10.25)

and information matrix

 Y Rz = −1,  (10.26)

assuming R is nonsingular.

Unknown Vector Likelihoods The same parameters defining measurement 
likelihoods also define an inferred likelihood function for the true value of the 
unknown vector, with argmax

 m H mx z= †  (10.27)

 = H z†  (10.28)

and information matrix
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 Y H Y Hx z= T  (10.29)

 = −H R HT 1 ,  (10.30)

where the n ×  matrix H† is defined as the Moore–Penrose pseudoinverse of 
the  × n matrix H. This information matrix will be singular if  < n (i.e., there 
are fewer sensor outputs than unknown variables), which is not unusual for 
GNSS/INS integration.

10.2.1.7  Gaussian Maximum-Likelihood Estimate (MLE) 
Variables The Gaussian MLE uses the following variables:

x̂, the maximum-likelihood estimate of x. It will always equal the argmax 
of an associated Gaussian likelihood function, but it can have different 
values:
x̂ −( ), the predicted value, representing the likelihood function prior to 

using the measurement results.
x̂ +( ), the corrected value, representing the likelihood function after 

using the measurement results.
P, the covariance matrix of estimation uncertainty. It will always equal the 

inverse of the information matrix Y of the associated likelihood function. 
It also can have two values:
P(−), representing the likelihood function prior to using the 

measurements.
P(+), representing the likelihood function after using the 

measurements.
z, the vector of measurements.
H, the measurement sensitivity matrix.
R, the covariance matrix of sensor noise.

Maximum-Likelihood Correction Equations The MLE formula for correct-
ing the variables x̂ and P to reflect the effect of measurements can be derived 
from Eqs. 10.15 and 10.18 with initial likelihood parameters

 m xA = −ˆ ( ),  (10.31)

the MLE before measurements, and

 Y PA = − −( ) ,1  (10.32)

the inverse of the covariance matrix of MLE uncertainty before measure-
ments. The likelihood function of x inferred from the measurements alone (i.e., 
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without taking into account the prior estimate) is represented by the likeli-
hood function parameters

 Y H R HB = −T 1 ,  (10.33)

the information matrix of the measurements, and

 m H zB = † ,  (10.34)

where z is the measurement vector and † represents the Moore–Penrose 
pseudoinverse.

Covariance Update The Gaussian likelihood function with parameters mA&B, 
YA&B of Eqs. 10.15 and 10.18 then represents the state of knowledge about the 
unknown vector x combining both sources (i.e., the prior likelihood and the 
effect of the measurements); that is, the covariance of MLE uncertainty after 
using the measurements will be

 P Y( ) ,&+ = −
A B

1  (10.35)

and the MLE of x after using the measurements will then be

 ˆ ( ) .&x m+ = A B  (10.36)

Equation 10.15 can be simplified by applying the following general matrix 
formula6:

 ( ) ( ) ,A BC D A AB C DAB DA− − − −+ = − +1 1 1 1  (10.37)

where

A Y x

A P

− =
= −

1
A, the prior information matrix for

, the prior covari

ˆ

( ) aance matrix for

the transpose of the measurement sensitiviT

ˆ

,

x

B H= tty matrix

the measurement sensitivity matrix,

C R

D H

=
=












,

 (10.38)

so that Eq. 10.37 becomes

6A formula with many discoverers. Henderson and Searle [13] list some earlier ones.
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a form better conditioned for computation.

10.2.1.8  Estimate Correction  Equation 10.18 with substitutions from Eqs. 
10.31–10.34 will have the form shown in Fig. 10.1:
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,  (10.40)

where the matrix K has a special meaning in Kalman filtering.

10.2.1.9  Kalman Gain Matrix for MLE  The last line in Eq. 10.40 has the 
form of the equation in Fig. 10.1 with Kalman gain matrix

 K P H HP H R= − − + −( ) ( ) ,T T[ ] 1  (10.41)

which completes the derivation of the Kalman gain matrix based on Gaussian 
MLE.

10.2.2 Estimate Correction Using the Kalman Gain

The Kalman gain expression from Eq. 10.41 can be substituted into Eq. 10.40 
to yield

 ˆ ( ) ˆ ( ) ˆ ,x x K z Hx+ = − + − −[ ]( )  (10.42)

the estimate correction equation to account for the effects of measurements.
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10.2.3 Covariance Correction for Using Measurements

The act of making a measurement and correcting the estimate based on  
the information obtained reduces the uncertainty about the estimate. The 
effect this has on the covariance of estimation uncertainty P can be found 
by substituting Eq. 10.41 into Eq. 10.39. The result is a simplified equation  
for the covariance matrix update to correct for the effects of using the 
measurements:

 P P KHP( ) ( ) ( ).+ = − − −  (10.43)

10.3 KALMAN FILTER PREDICTION UPDATE

The rest of the Kalman filter is the prediction step, in which the estimate x̂ 
and its associated covariance matrix of estimation uncertainty P are propa-
gated from one time epoch to another. This is the part where the dynamics of 
the underlying physical processes come into play. The “state” of a dynamic 
process is a vector of variables that completely specify enough of the initial 
boundary value conditions for propagating the trajectory of the dynamic 
process forward in time, and the procedure for propagating that solution 
forward in time is called “state prediction.” The model for propagating the 
covariance matrix of estimation uncertainty is derived from the model used 
for propagating the state vector.

10.3.1 Stochastic Systems in Continuous Time

The word stochastic derives from the Greek expression for aiming at a target, 
indicating some degree of uncertainty in the dynamics of the projectile between 
launch and impact. That idea has been formalized mathematically as stochastic 
systems theory, in which a stochastic process is a model for the evolution over 
time of a probability distribution.

10.3.1.1  White-Noise Processes  A white-noise process in continuous time 
is a function whose value at any time is a sample from a zero-mean Gaussian 
distribution, statistically independent of the values sampled at other times. 
White-noise processes are not integrable functions in the ordinary (Riemann) 
calculus. A special calculus is required to render them integrable. It is called 
the stochastic calculus. See Ref. 14 for more on this.

10.3.1.2  Stochastic Differential Equations  Ever since the differential cal-
culus was introduced (more or less contemporaneously) by Sir Isaac Newton 
(1643–1727) and Gottfried Wilhelm Leibnitz (1646–1716), we have been using 
ordinary differential equations as models for the dynamical behavior of 
systems of all sorts.
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In 1827, botanist Robert Brown (1773–1858) described the apparently 
random motions of very small particles immersed in fluids, and the phenom-
enon came to be called Brownian motion. In 1908, French physicist Paul 
Langevin7 (1872–1946) published a mathematical model for Brownian motion 
as a differential equation [19]. It is now called the Langevin equation. It 
includes a random function of time that was eventually characterized as a 
white-noise process. When the dependent variables in a differential equation 
include white-noise processes w(t), it is the first known example of what is now 
called a stochastic differential equation.

Uncertain dynamical systems are modeled by linear stochastic differential 
equations of the sort

 
d
dt

t t t tx F x w( ) ( ) ( ) ( )= +  (10.44)

or

 
d
dt

t t t t tx F x G w( ) ( ) ( ) ( ) ( ),= +  (10.45)

where

x(t) is the system state vector, a column vector with n rows;
F(t) is the dynamic coefficient matrix, an n × n matrix;
G(t) is a dynamic noise distribution matrix, which can be an identity matrix; 

and
w(t) is a zero-mean white-noise vector representing dynamic disturbance 

noise, also called process noise.

Example 10.1 Stochastic Differential Equation Model for Harmonic Reso-
nator. dynamical behavior of the one-dimensional damped mass–spring illus-
tratedy in Fig. 10.6 is modeled by the equations

m
d
dt

ma F C
d
dt

C
2

2

ξ ξ ξ= = = − −damping

damping force

spring

sp� ���� ���� rring force disturbance
� �� �� ��� ��

+ w t( )

or

 
d
dt

C

m
d
dt

C

m
w t
m

2

2

ξ ξ ξ+ + =damping spring ( )
,  (10.46)

7Langevin was a prolific scientist with pioneering work in many areas, including para- and dia-
magnetism and sonar.
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where

m is the mass attached to spring and damper,
ξ is the upward displacement of the mass from its rest position,
Cspring is the spring constant,
Cdamping is the damping coefficient of the dashpot, and
w(t) is the random disturbing force acting on the mass.

10.3.1.3  Systems  of  First-Order  Linear  Differential  Equations  The so-
called state space models for dynamic systems replace higher-order differential 
equations with systems of first-order differential equations. This can be done 
by defining the first n − 1 derivatives of an nth-order differential equation as 
state variables.

Example 10.2 State Space Model for Harmonic Resonator. Equation 10.46 
is a linear second-order (n = 2) differential equation. It can be transformed 
into a system of two linear first-order differential equations with state 
variables

x1 (=
def

mass displacementξ ),

 x
d
dt

2 =
def

mass velocity
ξ

( ),

Fig. 10.6 Model for dynamic system of Example 10.1.

SPRING SPRING CONSTANT Cspring

DISPLACEMENT x(t)

DISTURBANCE w(t)

m

DAMPING COEFFICIENT

MASS

DASHPOT

Cdamping
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for which

 
dx
dt

x1
2=  (10.47)

 
dx
dt

C

m
x

C

m
x

w t
m

2
1 2=

−
+

−
+spring damping ( )

.  (10.48)

10.3.1.4  Representation  in  Terms  of  Vectors  and  Matrices  State space 
models using systems of linear first-order differential equations can be repre-
sented more compactly in terms of a state vector, dynamic coefficient matrix, 
and dynamic disturbance vector.

Systems of linear first-order differential equations represented in “long-
hand” form as

dx
dt

f x f x f x f x w

dx
dt

f x f x f x

n n
1

11 1 12 2 13 3 1 1

2
21 1 22 2 23 3

= + + + + +

= + +

� ,

++ + +

= + + + + +

�

�

� � � � � � �

f x w

dx
dt

f x f x f x f x w

dx

n n

n n

n

2 2

3
31 1 32 2 33 3 3 3

,

,

ddt
f x f x f x f x wn n n nn n n= + + + + +1 1 2 2 3 3 �

can be represented more compactly in matrix form as

 
d
dt

x Fx w= + ,  (10.49)

where the state vector x, dynamic coefficient matrix F, and dynamic disturbance 
vector w are given as

x F=
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respectively.
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Example 10.3 Harmonic Resonator Model in Matrix Form. For the system 
of linear differential Eqs. 10.47 and 10.48,

x = 





x

x
1

2

,

F =
− −







0 1

/ /C m C mspring damping

w( )
( ) /

t
w t m

= 





0
.

10.3.1.5  Eigenvalues  of  Dynamic  Coefficient  Matrices  The coefficient 
matrix F of a system of linear differential equations �x Fx w= +  has effective 
units of reciprocal time or frequency (in units of radian per second). It is 
perhaps then not surprising that the characteristic values (eigenvalues) of F 
are the characteristic frequencies of the dynamic system represented by the 
differential equations.

The eigenvalues of an n × n matrix F are the roots {λi} of its characteristic 
polynomial:

 det( ) .λ λI F− = =
=

∑an
n

k

n

0

0  (10.50)

The eigenvalues of F have the same interpretation as the poles of the related 
system transfer function, in that the dynamic system �x Fx w= +  is stable if and 
only if the solutions of the characteristic equation det(λI − F) = 0 lie in the 
left half-plane.

Example 10.4 Damping and Resonant Frequency for Underdamped Har-
monic Resonator. For the dynamic coefficient matrix

 F =
− −







0 1

/C m C mspring damping/
 (10.51)

in Example 10.3, the eigenvalues of F are the roots of its characteristic 
polynomial

det( ) detλI F− =
−

+






= + +

λ
λ

λ λ

1

/ /

2

C m C m

C

m

spring damping

damping CC

m
spring ,
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which are

λ = − ± −
C

m m
C mCdamping

damping spring
2

1
2

42 .

If the discriminant

C mCdamping spring
2 4 0− < ,

then the mass–spring system is called underdamped, and its eigenvalues are a 
complex conjugate pair:

λ
τ

ω= − ±
1

damping
resonanti,

with real part

− = −
1

2τdamping

dampingC

m

and imaginary part

 ωresonant spring damping= −
1

2
4 2

m
mC C .  (10.52)

The alternative parameter

τdamping
damping

=
2m

C

is called the damping time constant of the system, and the other parameter, 
ωresonant, is the resonant frequency in units of radian per second.

The dynamic coefficient matrix for the damped harmonic resonator model 
can also be expressed in terms of the resonant frequency and damping time 
constant as

 Fharmonic resonator =
− − −







0 1

1 22 2ω τ τ/ /
.  (10.53)

So long as the damping coefficient Cdamping > 0, the eigenvalues of this system 
will lie in the left half-plane. In that case, the damped mass–spring system is 
guaranteed to be stable.
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10.3.1.6  Matrix Exponential Function  The matrix exponential function is 
defined as

 exp
!

M M( ) =
=

∞

∑
def 1

0 k
k

k

 (10.54)

for square matrices M. The result is a square matrix of the same dimension 
as M.

This function has some useful properties:

1. The matrix N = exp(M) is always invertible and N−1 = exp(−M).
2. If M is antisymmetric (i.e., its matrix transpose MT = −M), then N = 

exp(M) is an orthogonal matrix (i.e., its matrix transpose NT = N−1).
3. The eigenvalues of N = exp(M) are the (scalar) exponential functions of 

the eigenvalues of M.
4. If M(s) is an integrable function of a scalar s, then the derivative

 
d
dt

s ds t s ds
t t

exp ( )expM M M( )



 = ( )



∫ ∫ .  (10.55)

10.3.1.7  Forward Solution  The forward solution of a differential equation 
is a solution in terms of initial conditions. The property of the matrix expo-
nential function shown in Eq. 10.55 can be used to define the forward solution 
of Eq. 10.49 as

 x F x F w( ) exp ( ) expt s ds t r dr s ds
t

t

t

s

t

t

= ( )



 + − ( )



 ( )

∫ ∫∫
0 00

0


,  (10.56)

where x(t0) is the initial value of the state vector x for t ≥ t0.

10.3.1.8  Time-Invariant  Systems  If the dynamic coefficient matrix F of 
Eq. 10.49 does not depend on t (time), then the problem is called time invari-
ant. In that case,

 F Fds t t
t

t

0
0∫ = −( )  (10.57)

and the forward solution

 x F x F w( ) exp expt t t t s t s ds
t

t

= −( )[ ] ( ) + − −( )[ ] ( ){ }∫0 0 0
0

.  (10.58)
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10.3.2 Stochastic Systems in Discrete Time

10.3.2.1  Zero-Mean White Gaussian Noise Sequences  A zero-mean white 
Gaussian noise process in discrete time is a sequence of independent 
samples . . . , wk−1, wk, wk+1, . . . from a normal probability distribution N(0, Qk) 
with zero mean and known finite covariances Qk. In Kalman filtering, it is 
not necessary (but not unusual) that the covariance of all samples be the  
same.

Sampling is called independent if the expected values of outer products

 E
i j

i j
i j

i

w w
Q

T =
≠
=





0, ,

, ,
 (10.59)

for all integer indices i and j of the random process.
Zero-mean white Gaussian noise sequences are the fundamental random 

processes used in Kalman filtering. However, it is not necessary that all noise 
sources in the modeled sensors and dynamic systems be zero-mean white 
Gaussian noise sequences. It is only necessary that they can be modeled in 
terms of such processes.

10.3.2.2  Gaussian Linear Stochastic Processes in Discrete Time  A linear 
stochastic processes model in discrete time has the form

 x x wk k k k= +− − −F 1 1 1,  (10.60)

where wk is a zero-mean white Gaussian noise process with known covariances 
Qk and the vector x represents the state of a dynamic system.

This model for “marginally random” dynamics is quite useful for represent-
ing physical systems (e.g., land vehicles, seacraft, aircraft) with zero-mean 
random disturbances (e.g., winds or currents). The state transition matrix 
(STM) Φk represents the known dynamic behavior of the system, and the 
covariance matrices Qk represent the unknown random disturbances. Together, 
they model the propagation of the necessary statistical properties of the state 
variable x.

Example 10.5 Harmonic Resonator with White Acceleration Disturbance 
Noise. If the disturbance acting on the harmonic resonator of Examples 10.1–
10.6 were zero-mean white acceleration noise with variance σdisturbance

2  then its 
disturbance noise covariance matrix would have the form

 Q = 





0 0

0 2σdisturbance

.  (10.61)
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10.3.3 State Space Models for Discrete Time

Measurements are the outputs of sensors sampled at discrete times . . .  < tk−1 
< tk < tk+1 < …. The Kalman filter uses these values to estimate the state of the 
associated dynamic systems at those discrete times.

If we let . . . , xk−1, xk, xk+1, . . . be the corresponding state vector values of a 
linear dynamic system at those discrete times, then each of these values can 
be determined from the previous value by using Eq. 10.58 in the form

 x x wk k k k= +− − −F 1 1 1,  (10.62)

 Fk
t

t

s ds
k

k

− = ( )



−

∫1
1

,
def

exp F  (10.63)

 w F wk k
t

t

t

t

s ds t dt
k

k

k

k

− = − ( )



 ( )

−−
∫∫1

11

.
def

F exp  (10.64)

Equation 10.62 is the discrete-time dynamic system model corresponding to 
the continuous-time dynamic system model of Eq. 10.49.

The matrix Φk−1 (defined in Eq. 10.63) in the discrete-time model (Eq. 10.62) 
is called a state transition matrix for the dynamic system defined by F. 
Note that Φ depends only on F, and not on the dynamic disturbance func-
tion w(t).

The noise vectors wk are the discrete-time analog of the dynamic distur-
bance function w(t). They depend upon their continuous-time counterparts F 
and w.

Example 10.6 State Transition Matrix for the Harmonic Resonator Model. 
The underdamped harmonic resonator model of Example 10.4 has no time-
dependent terms in its coefficient matrix (Eq. 10.51), making it a time-invariant 
model with state transition matrix

F = exp( )∆tF   (10.65)

=
( ) +

−[ ] +
−e

t t t

t
t∆ ∆ ∆ ∆

∆
/

cos sin( ) / sin( ) /

sin( ) /
τ ω ω ωτ ω ω

ω ωτ ω τ2 2 21[[ ] −




cos( ) sin( ) /ω ω ωτ∆ ∆t t
,  (10.66)

where

ω is the resonant frequency, ωresonant,
τ is the damping time constant, τdamping, and
Δt is the discrete time step.
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The eigenvalues of F were shown to be −1/τdamping ± iωresonant, so the eigenvalues 
of FΔt will be −Δt/τdamping ± iΔtωresonant and the eigenvalues of Φ will be

exp cos sin/− ±






= ( ) ± ( )−∆
∆ ∆ ∆∆t

t e t tt

τ
ω ω ωτ

damping
resonanti i[[ ].

A discrete-time dynamic system will be stable only if the eigenvalues of Φ lie 
inside the unit circle (i.e., |λ| < 1).

10.3.4 Dynamic Disturbance Noise Distribution Matrices

A common noise source can disturb more than one independent component 
of the state vector representing a dynamic system. Forces applied to a rigid 
body, for example, can affect rotational dynamics as well as translational 
dynamics. This sort of coupling of common disturbance noise sources into dif-
ferent components of the state dynamics can be represented by using a noise 
distribution matrix G in the form

 
d
dt

tx Fx Gw= + ( ),  (10.67)

where the components of w(t) are the common disturbance noise sources and 
the matrix G represents how these disturbances are distributed among the 
state vector components.

The covariance of state vector disturbance noise will then have the form 
GQwGT, where Qw is the covariance matrix for the white-noise process w(t).

The analogous model in discrete time has the form

 x x G wk k k k k= +− − − −F 1 1 1 1,  (10.68)

where {wk} is a zero-mean white-noise process in discrete time.
In either case (i.e., continuous or discrete time), it is possible to use the 

noise distribution matrix for noise scaling as well, so that the components of 
wk can be independent, uncorrelated unit normal variates and the noise covari-
ance matrix Qw = I, the identity matrix.

10.3.5 Predictor Equations

The linear stochastic process model parameters Φ and Q can be used to cal-
culate how the discrete-time process variables µ (mean) and P (covariance) 
evolve over time.
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Using Eq. 10.60 and taking expected values,
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(10.69)

P x x x x

x x w x
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tth zero expected value
T= +− − − −F Fk k k k1 1 1 1P Q .

 

(10.70)

Equations 10.69 and 10.70 are the essential predictor equations for Kalman 
filtering.

10.4 SUMMARY OF KALMAN FILTER EQUATIONS

10.4.1 Essential Equations

The complete equations for the Kalman filter are summarized in Table 10.1.

10.4.2 Common Terminology

The symbols used in Table 10.1 for the variables and parameters of the Kalman 
filter are essentially those used in the original paper by Kalman [16], and this 
notation is fairly common in the literature.

The following are some names commonly used for the symbols in  
Table 10.1:

H is the measurement sensitivity matrix or observation matrix.
Hx̂k −( ) is the predicted measurement.
z Hx− −( )ˆ k , the difference between the measurement vector and the pre-

dicted measurement, is the innovations vector.
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K is the Kalman gain.
Pk(−) is the predicted or a priori value of estimation covariance.
Pk(+) is the corrected or a posteriori value of estimation covariance.
Qk is the covariance of dynamic disturbance noise.
R is the covariance of sensor noise or measurement uncertainty.
x̂k −( ) is the predicted or a priori value of the estimated state vector.
x̂k +( ) is the corrected or a posteriori value of the estimated state vector.
z is the measurement vector or observation vector.

10.4.3 Data Flow Diagrams

The matrix-level data flow of the Kalman filter implementation for a time-
varying problem is diagrammed in Fig. 10.7, with the inputs shown on the left, 
the outputs (corrected estimates) on the right, and the symbol z−1 representing 
the unit delay operator.

The dashed lines in the figure enclose two computation loops. The top  
loop is the estimation loop, with the feedback gain (Kalman gain) coming  
from the bottom loop. The bottom loop implements the Riccati equation  
solution used to calculate the Kalman gain. This bottom loop runs “open  
loop,” in that there is no feedback mechanism to stabilize it in the presence 
of roundoff errors. Numerical instability problems with the Riccati equation 
propagation loop were discovered soon after the introduction of the Kalman 
filter.

TABLE 10.1. Essential Kalman Filter Equations

Predictor (Time or Temporal Updates)

Predicted state vector
x̂k −( ) = Fk kx̂ − +( )1 Eq. 10.69

Predicted covariance matrix:
Pk(−) = F Fk k k kP Q− −+ +1 1( ) T Eq. 10.70

Corrector (Measurement or observational Updates)

Kalman gain
Kk = P H H P H Rk k k k k k( ) ( )

1− − +( )−T T Eq. 10.41

Corrected state estimate
x̂k +( ) = ˆ ˆx K z H xk k k k k−( ) + − −( )( ) Eq. 10.42

Corrected covariance matrix
Pk(+) = P K H Pk k k k−( ) − −( ) Eq. 10.43
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Fig. 10.7 Kalman filter data array flows for time-varying system.

10.5 ACCOMMODATING TIME-CORRELATED NOISE

The fundamental noise processes in the basic Kalman filter model are zero-
mean white Gaussian noise processes {wk}, called dynamic disturbance, plant 
noise, or process noise and {vk}, called sensor noise, measurement noise, or 
observation noise.



378 KALMAN FILTERING

GNSS signal propagation errors and INS position errors are not white-noise 
processes but are correlated over time. Fortunately, time-correlated noise pro-
cesses can easily be accommodated in Kalman filtering by adding appropriate 
state variables to the Kalman filter model. A correlated noise process ξk can 
be modeled by a linear stochastic system model of the sort

 x xk k k k= +− − −F 1 1 1w ,  (10.71)

where {wk} is a zero-mean white Gaussian noise process, then augment the 
state vector by appending the new variable ξk,

 x
x

augmented
original= 



x
,  (10.72)

and modifying the parameter matrices Φ and Q, and modifying the parameter 
matrices Φ, Q, and H accordingly.

10.5.1 Correlated Noise Models

10.5.1.1  Autocovariance Functions  Correlation of a random sequence {ξ} 
is characterized by its discrete-time autocovariance function Pξ[Δk], a function 
of the delay index Δk defined as

 Px x m x m[ ] ,∆ ∆k
k

k k k= − −+

def
TE ( )( )ξ ξ  (10.73)

where µξ is the mean value of the random sequence {ξk}.
For white-noise processes,

 P
Q

∆
∆
∆

k
k

k
[ ] =

≠
=





0 0

0

, ,

, ,
 (10.74)

where Q is the covariance of the white-noise process.

10.5.1.2  Random Walks  Random walks, also called Wiener processes, are 
cumulative sums of white-noise processes {wk}:

 x xk k k= +− −1 1w ,  (10.75)

a stochastic process model with state transition matrix Φ = I, an identity 
matrix.

Random walks are notoriously unstable, in the sense that the covariance of 
the variate ξk grows linearly with k and without bound as k → ∞. In general, if 
any of the eigenvalues of a state transition matrix fall on or outside the unit 
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circle in the complex plane (as they all do for identity matrices), the variate 
of the stochastic process can fail to have a finite steady-state covariance matrix. 
However, as was demonstrated by R. E. Kalman in 1960, the covariance of 
uncertainty in the estimated system state vector can still converge to a finite 
steady-state value, even if the process itself is unstable.

10.5.1.3  Exponentially  Correlated  Noise  Exponentially correlated 
random processes have finite, constant steady-state covariances. A scalar expo-
nentially random process {ξk} has a model of the sort

 x xk
t

k ke= +−
− −

∆ / ,τ
1 1w  (10.76)

where Δt is the time period between samples and τ is the exponential decay 
time constant of the process. The steady-state variance σ2 of such a process is 
the solution to its steady-state variance equation,

 σ στ
∞

−
∞= +2 2 2e t∆ / Q  (10.77)

 =
− −

Q
1 2e t∆ /

,τ  (10.78)

where Q is the variance of the scalar zero-mean white-noise process {wk}.
The autocovariance sequence of an exponentially correlated random 

process in discrete time has the general form

 P k k N[ ] exp ,∆ ∆= −( )∞σ 2 / c  (10.79)

which falls off exponentially on either side of its peak value σ∞
2  (the process 

variance) at Δk = 0. The parameter Nc is called the correlation number of the 
process, where Nc = τ/Δt for correlation time τ and sample interval Δt.

10.5.1.4  Harmonic Noise  Harmonic noise includes identifiable frequency 
components, such as those from AC power or from mechanical or electrical 
resonances. A stochastic process model for such sources has already been 
developed in the examples of this chapter.

10.5.1.5  Selective Availability (SA)  At one time, the U.S. department of 
defense authorized deliberate pseudorandom dithering of GPS signal timing 
to derate navigation accuracies for nonmilitary users, when authorized military 
users had access to the correcting algorithm. The effect was largely negated 
by local broadcast of individual satellite timing errors determined by a receiver 
with known location. This “SA” dithering has ceased, but there is currently no 
guarantee that it will not be reinstated.
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The resulting SA timing errors have autocorrelation functions remarkably 
close to that shown in Fig. 10.8, which is from an algorithm patented by C. E. 
Wheatley III, C. G. Mosley, and E. V. Hunt, and issued as U. S. Patent No. 
4,646,032, February 24, 1987, with the title Controlled Oscillator Having 
Random Variable Frequency [30]. The autocorrelation function of this pseudo-
random dithering algorithm is published in the patent and is plotted in Fig. 10.8, 
along with an approximating exponential correlation function. Knowing the 
dithering algorithm does not give nonmilitary users any advantage other than 
being able to use its autocorrelation function in Kalman filtering of GPS signals. 
The correlation time of SA errors determined from GPS signal analysis is on 
the order of 102–103 s. It is also possible that the correlation times were being 
varied, which might explain the range of values reported in the literature.

10.5.1.6  Slow Variables  Slowly varying error sources in GNSS/INS inte-
gration can include many of the calibration parameters of the inertial sensors, 
which can be responding to temperature variations or other unknown but 
slowly changing influences. The slow variations of these variables can often be 
tracked and compensated by combining the INS navigation estimates with the 
GNSS-derived estimates. What is different about the calibration parameters 
is that they are involved nonlinearly in the INS system model.

10.5.2 Empirical Modeling of Sensor Noise

Noise models used in Kalman filtering should be reasonably faithful represen-
tations of the true noise sources. Sensor noise can often be measured directly 

Fig. 10.8 Autocorrelation function.
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and used in the design of an appropriate noise model. dynamic process noise 
is not always so accessible, and its models must often be inferred from indirect 
measurements.

10.5.2.1  Spectral  Characterization  Spectrum analyzers and spectrum 
analysis software make it relatively easy to calculate the power spectral density 
of sampled noise data, and the results are useful for characterizing the type of 
noise and for identifying likely noise models.

The resulting noise models can then be simulated using pseudorandom 
sequences, and the power spectral densities of the simulated noise can be 
compared to that of the sampled noise to verify the model.

The power spectral density of white noise is constant across the spectrum, 
and each successive integral changes its slope by −20 dB/decade of frequency, 
as illustrated in Fig. 10.9.

10.5.2.2  Shaping Filters  The spectrum of white noise is flat, and the ampli-
tude spectrum of the output of a filter with white-noise input will have the 
shape of the amplitude transfer function of the filter, as illustrated in Fig. 10.10. 
Therefore, any noise spectrum can be approximated by white noise passed 
through a shaping filter to yield the desired shape. All correlated noise models 
for Kalman filters can be implemented by shaping filters.

Fig. 10.9 Spectral properties of some common noise types. PSd, power spectral 
density.
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10.5.3 State Vector Augmentation

10.5.3.1  Correlated  Dynamic  Disturbance  Noise  A model for a linear 
stochastic process model in discrete time with uncorrelated and correlated 
disturbance noise has the form

 x x G w Dk x k k w k k k kx= + +− − − − − −F , , ,1 1 1 1 , 1 1ξ x  (10.80)

where

wk−1 is the zero-mean white (i.e., uncorrelated) disturbance noise,
Gw kx, 1−  is the white-noise distribution matrix,
ξk−1 is zero-mean correlated disturbance noise, and
Dξx,k−1 is the correlated noise distribution matrix.

If the correlated dynamic disturbance noise can be modeled as yet another 
linear stochastic process

 x xk k k w k k= +− − − −Fξ ξξ, ,1 1 , 1 1G w  (10.81)

with only zero-mean white-noise inputs {wu,k}, then the augmented state vector

 x
x

aug

def

,k
k

k

= 



x

 (10.82)

has a stochastic process model
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having only uncorrelated disturbance noise with covariance
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 (10.84)

Fig. 10.10 Putting white noise through shaping filters. ASd, amplitude spectral density.
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The new measurement sensitivity matrix for this augmented state vector will 
have the block form

 H Haug, .k k= [ ]0  (10.85)

The augmenting block is zero in this case because the uncorrelated noise 
source is dynamic disturbance noise, not sensor noise.

10.5.3.2  Correlated Sensor Noise  The same sort of state augmentation can 
be done for correlated sensor noise {ξk},

 z H x A v Bk k k k k k k= + + x ,  (10.86)

with the same type of model for the correlated noise (Eq. 10.81) and using the 
same augmented state vector (Eq. 10.82), but now with a different augmented 
state transition matrix,

 F
F

Faug, 1
, 1

, 1

0

0k
x k

k
−

−

−
= 



ξ
,  (10.87)

and augmented measurement sensitivity matrix,

 H H Baug, .k k k= [ ]  (10.88)

10.5.3.3  Correlated Noise in Continuous Time  There is an analogous pro-
cedure for state augmentation using continuous-time models. If ξ(t) is a cor-
related noise source defined by a model of the sort

 
d
dt

x x= +F wξ ξ  (10.89)

for wξ(t), a white-noise source, then any stochastic process model of the sort

 
d
dt

t tx xx F x w= + +( ) ( )x  (10.90)

with this correlated noise source can also be modeled by the augmented state 
vector

 x
x

aug

def

= 



x

 (10.91)
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as

 
d
dt

x x
x

F I

F
x

w

waug aug= 





+ 



0 ξ ξ

 (10.92)

with only uncorrelated disturbance noise.

10.6 NONLINEAR AND ADAPTIVE IMPLEMENTATIONS

Although the Kalman filter is defined for linear dynamic systems with linear 
sensors, it has been applied more often than not to real-world applications 
without truly linear dynamics or sensors—and usually with remarkably great 
success.

The following subsections show how this has been done and how to assess 
the risk of serious linear approximation errors.

10.6.1 Assessing Linear Approximation Errors

Although the Kalman filter derivation assumes the dynamic and measurement 
models are linear, the resulting filter has been applied with impunity—and 
considerable success—to many nonlinear problems. The question is: How does 
one assess whether the linear approximation errors are acceptable?

An approach to implementing such a test is derived and demonstrated, 
showing that linearization of pseudorange measurement sensitivities by partial 
derivative approximation is statistically acceptable for Kalman filtering in 
GNSS receiver implementations.

10.6.1.1  Statistical Measures  of Acceptability  The essential idea is that, 
within reasonably expected variations of the state vector from its estimated 
value (as determined by the covariance of state estimation uncertainty), the 
mean-squared errors due to linearization should be dominated by the modeled 
uncertainties. For measurement nonlinearities, the modeled uncertainties are 
characterized by the measurement noise covariance R. For dynamic nonlin-
earities, the model uncertainties are characterized by the dynamic disturbance 
noise covariance Q.

The range of perturbations under which these conditions need to be met is 
generally determined by the magnitude of uncertainty in the estimate. The 
range can be specified in terms of the standard deviations of uncertainty.

The resulting statistical conditions for linearization can be stated in the 
following manner:

1. For the temporal state transition function ϕ(x), the linear approximation 
error should be insignificant compared to Q when the state vector varia-
tions δx of x̂  are statistically significant. This condition can be met if the 
values of δx are smaller than the Nσ-values of the estimated distribution 
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of uncertainty in the estimate x̂, which is characterized by the covariance 
matrix P, for N ≥ 3; that is, for

 δ δx P x( ) ( ) ≤−T N1 2,  (10.93)

the linear approximation error

 e f f f
= +( ) − ( ) +

∂
∂







def
ˆ ˆ

ˆ

x x x
x

x
x

δ δ  (10.94)

should be bounded by

 e eT Q−1 1� ;  (10.95)

that is, for the expected range of variation of estimation errors, the non-
linear approximation errors are dominated by modeled dynamic 
uncertainty.

2. For the measurement/sensor transformation h(x): for Nσ ≥ 3σ perturba-
tions of x̂, the linear approximation error should be insignificant com-
pared to R, that is, for some N ≥ 3, for all perturbations δx of x̂ such that

 δ δx P x( ) ( ) ≤−T N1 2,  (10.96)

 eh = +( ) − ( ) +
∂
∂







h x x h x
h
x

x
x

ˆ ˆ
ˆ

δ δ

approximation error
� ����������� ����������

,  (10.97)

 e eh
T

hR−1 1� .  (10.98)

The value of estimation uncertainty covariance P used in Eq. 10.96 would 
ordinarily be the a priori value, calculated before the measurement is 
used. If the measurement update uses what is called the iterated extended 
Kalman filter (IEKF), however, the a posteriori value can be used.

Verifying these conditions requires simulating a nominal trajectory 
for x(t), implementing the Riccati equation to compute the covariance 
P, sampling the estimate x̂ x x= + δ  to satisfy the test conditions, and 
evaluating the test conditions to verify that the problem is adequately 
quasilinear. The statistical parameter N is essentially a measure of con-
fidence that the linear approximation will be insignificant in the actual 
application.

10.6.1.2  Sampling for Acceptability Testing  As a minimum, the perturba-
tions δx can be calculated along the principal axes on the Nσ equiprobability 
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hyperellipse of the Gaussian distribution of estimation uncertainty. Figure 
10.11 is an illustration of such an equiprobability ellipsoid in three dimensions, 
with arrows drawn along the principal axes of the ellipsoid. These axes and 
their associated 1σ values can be calculated in MATLAB® by using the singu-
lar value decomposition (SVd) of a covariance matrix P:

 P U U= L T  (10.99)

 =
=
∑u ui i i

T

i

n

σ 2

1

 (10.100)

 δ σx ui i iN i n= ≤ ≤, 1  (10.101)

 δ σx u2 1n i i iN i n+ = − ≤ ≤, ,  (10.102)

where the vectors ui are the columns of the orthogonal matrix U in the SVd 
of P. The principal standard deviations σi are the square roots of the diagonal 
elements of the matrix Λ in the SVd.

The procedure outlined by Eqs. 10.101 and 10.102 will yield 2n perturbation 
samples, where n is the dimension of x.

Conditions in Equations 10.95 and 10.98 depend on estimation uncertainty. 
The bigger the uncertainties in x̂ are, the larger the perturbations must be for 
satisfying the quasilinearity constraints.

Fig. 10.11 Sampling along principal axes of 3σ equiprobability ellipsoid.
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Example 10.7 Linearity of Satellite Pseudorange Measurements. GNSSs use 
satellites in orbit around the earth as radio navigation beacons. Receivers on 
or near the surface of the earth use their internal clocks to measure the time-
delay Δt between when the signal was broadcast from each satellite in view, 
and when it was received. The product of c, the speed of propagation, times 
the time delay,

ρ = c t∆ ,

is called the pseudorange to the satellite from the receiver antenna. The essen-
tial geometric model for a single satellite is illustrated in Fig. 10.12.

The GNSS navigation solution for the location of the antenna requires 
several such pseudoranges to satellites in different directions. Each satellite 
broadcasts it precise location to the receiver, and the receiver processor is 
tasked to estimate the location of its antenna from these pseudoranges and 
satellite positions. This is usually done by extended Kalman filtering, using the 
derivatives of psuedoranges with respect to receiver location to approximate 
the measurement sensitivity matrix.

one can use Eq. 10.97 to determine whether the pseudorange measurement 
is sufficiently linear, given the uncertainty in the receiver antenna position, the 
nonlinear pseudorange measurement model, and the uncertainty in the pseu-
dorange measurement.

Fig. 10.12 GNSS satellite pseudorange ρ.
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For simplicity, we assume that the root mean square (RMS) position uncer-
tainty is uniform in all directions, and

P =
















σ
σ

σ

pos

pos

pos

receiver position covarian

2

2

2

0 0

0 0

0 0

( cce),  (10.103)

R = σρ
2 ( ),pseudorange noise variance  (10.104)

σρ = 10 m RMS pseudorange noise( ),  (10.105)

Rsat m satellite orbit radius= ×2 66 107. ( ),  (10.106)

Rrec m receiver radius from the earth center= ×6 378 106. ( ),  (10.107)

α = °0 30 60 90, , , .and elevation of satellite above the horizon  (10.108)

ρ α α0
2 2 2 (= − ( ) − ( )R R Rsat rec rec nominal pseudorangecos sin ),  (10.109)

Xsat satellite position in east-north-u= 0ρ
α

α
− ( )

( )






cos

sin
( pp coordinates)  (10.110)

x̂ =
















0

0

0

(estimated receiver position in east-north-up cooordinates),  (10.111)

X xrec = δ ,  (10.112)

=
















δ
δ
δ

x

x

x

E

N

U

true receiver position in east-north-up co( oordinates),  (10.113)

ρ = −X Xrec sat true pseudorange( ),  (10.114)

= +( )h x xˆ ,δ  (10.115)

where Eq. 10.114 is the nonlinear formula for pseudorange as a function of 
perturbations δx of the receiver antenna position in the east–north–up 
coordinates.
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The linear approximation for the senstivity of pseudorange to antenna posi-
tion is

H
x x

≈
∂

∂ =

h
δ δ 0

  (10.116)

= ( ) − ( )[ ]cos sin .α α0  (10.117)

In this case, the nonlinear approximation error defined by Eq. 10.97 will be a 
function of the satellite elevation angle α and the perturbation δx.

The RMS nonlinearity error for the six perturbations
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 (10.118)

is plotted in Fig. 10.13 as a function of σpos for elevation angles α = 0°, 30°, 60°, 
and 90° above the horizon. The four barely distinguishable solid diagonal lines 
in the plot are for these four different satellite elevation angles, which have 
little influence on nonlinearity errors. The dashed horizontal line represents 
the RMS pseudorange noise, indicating that nonlinear approximation errors 
are dominated by pseudorange noise for RMS position uncertainties less  
than ≈7 km.

Fig. 10.13 Linearization error analysis of pseudorange measurements.
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Typical RMS position errors in GNSS navigation are in the order of 1–100 m, 
which is well within the quasilinear range. This indicates that extended Kalman 
filtering is certainly justified for GNSS navigation applications.

10.6.2 Nonlinear Dynamics

State dynamics for nonlinear systems can be expressed in the functional form

 
d
dt

t t tx f x w( ) ,= ( ) + ( ).  (10.119)

For this to be linearized, the function f must be differentiable, with Jacobian 
matrix

 F x
f
x

f
xx x

, or
def

EXTENDED LINEARIZE

nominal

t
t t

( ) =
∂
∂

∂
∂( ) ( )ˆ

� �� ��
DD

,
� ���� ����

 (10.120)

where the extended Kalman filter uses the estimated trajectory for evaluating 
the Jacobian, and linearized Kalman filtering uses a nominal trajectory 
xnominal(t), which may come from a simulation.

10.6.2.1  Nonlinear  Dynamics  with  Control  In applications with control 
variables u(t), Eq. 10.119 can also be expressed in the form

 
d
dt

t t tx f x u w= ( )[ ] + ( ), , ,  (10.121)

in which case the control vector u may also appear in the Jacobian matrix F.

10.6.2.2  Propagating Estimates  The estimate x̂ is propagated by solving 
the differential equation

 
d
dt

tˆ ˆ , ,x f x= ( )  (10.122)

using whatever means necessary (e.g., Runge–Kutta integration). The solution 
is called the trajectory of the estimate.

10.6.2.3  Propagating  Covariances  The covariance matrix for nonlinear 
systems is also propagated over time as the solution to the matrix differential 
equation

 
d
dt

t t t t t t t tP F x P P F x Q( ) = ( )( ) ( ) + ( ) ( )( ) + ( ), , ,T  (10.123)

where the values of F(x, t) from Eq. 10.123 must be calculated along a trajectory 
x(t). This trajectory can be the solution for the estimated value x̂ calculated 
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using the Kalman filter and Eq. 10.120 (for the extended Kalman filter) or along 
any “nominal” trajectory (for the “linearized” Kalman filter).

10.6.3 Nonlinear Sensors

Nonlinear Kalman filtering can accommodate sensors that are not truly linear 
but can at least be represented in the functional form

 z h x vk k k k= +( ) ,  (10.124)

where h is a smoothly differentiable function of x. For example, even linear 
sensors with nonzero biases (output offsets) bsensor will have sensor models of 
the sort

 h x Hx b( ) ,= + sensor  (10.125)

in which case the Jacobian matrix

 
∂
∂

=
h
x

H.  (10.126)

10.6.3.1  Predicted Sensor Outputs  The predicted value of nonlinear sensor 
outputs uses the full nonlinear function applied to the estimated state vector:

 ˆ ( ˆ ).z h xk k k=  (10.127)

10.6.3.2  Calculating Kalman Gains  The value of the measurement sensi-
tivity matrix H used in calculating the Kalman gain is evaluated as a Jacobian 
matrix,

 H
h
x

h
xx x x x

k =
∂
∂

∂
∂= ˆ

EXTENDED LINEARIZED

or
nominal� �� �� � ���� ���= ��

,  (10.128)

where the first value (used for extended Kalman filtering) uses the estimated 
trajectory for evaluation of partial derivatives, and the second value uses a 
nominal trajectory (used for the linearized Kalman filtering).

10.6.4 Linearized Kalman Filter

Perhaps the simplest approach to Kalman filtering for nonlinear systems uses 
linearization of the system model about a nominal trajectory. This approach 
is necessary for preliminary analysis of systems during the system design phase, 
when there may be several potential trajectories defined by different mission 
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scenarios. The essential implementation equations for this case are summa-
rized in Table 10.2.

10.6.5 Extended Kalman Filtering (EKF)

This approach is due to Stanley F. Schmidt, and it has been used successfully 
in an enormous number of nonlinear applications. It is a form of nonlinear 
Kalman filtering with all Jacobian matrices (i.e., H and/or F) evaluated at x̂, 
the estimated state. The essential extended Kalman filter equations are sum-
marized in Table 10.3, the major differences from the conventional Kalman 
filter equations of Table 10.1 being

1. integration of the nonlinear integrand �x f x= ( ) to predict x̂k −( ),
2. use of the nonlinear function h xk kˆ −( )( ) in measurement prediction,
3. use of the Jacobian matrix of the dynamic model function f as the dynamic 

coefficient matrix F in the propagation of the covariance matrix, and
4. use of the Jacobian matrix of the measurement function h as the mea-

surement sensitivity matrix H in the covariance correction and Kalman 
gain equations.

TABLE 10.2. Linearized Kalman Filter Equations

Predictor (Time Updates)

Predicted state vector:

x̂k −( ) = ˆ ˆx xk
t

t

f t dt
k

k

− + + ( )
−

∫1( ) ,
1

Eq. 10.119

Predicted covariance matrix:
�P = FP + PFT + Q(t) Eq. 10.123

F =
∂
∂ =

f
x x xnom ( )t

Eq. 10.120

or
Pk(−) = F Fk k k kP Q− −+( ) +1 1

T Eq. 10.70

Corrector (Measurement Updates)

Kalman gain
Kk = P H H P H Rk k k k k k−( ) −( ) +[ ]−T T 1

Eq. 10.41

Hk =
∂
∂ =

h
x x xnom

Eq. 10.128

Corrected state estimate
x̂k +( ) = ˆ ˆx K z h xk k k k k−( ) + − −( )( )[ ] Eq. 10.42 and Eq. 10.127

Corrected covariance matrix
Pk(+) = P K H Pk k k k−( ) − −( ) Eq. 10.43
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TABLE 10.3. Extended Kalman Filter Equations

Predictor (Time Updates)

Predicted state vector

x̂k −( ) = ˆ ( ) ˆx f xk
t

t

t dt
k

k

− + + ( )
−

∫1 ,
1

Eq. 10.119

Predicted covariance matrix
�P = FP + PFT + Q(t) Eq. 10.123

F =
∂
∂ =

f
x x x̂( )t

Eq. 10.120

or
Pk(−) = F Fk k k kP Q− −+( ) +1 1

T Eq. 10.70

Corrector (Measurement Updates)

Kalman gain
Kk = P H H P H Rk k k k k k−( ) −( ) +[ ]−T T 1

Eq. 10.41

Hk =
∂
∂ =

h
x x x̂

Eq. 10.128

Corrected state estimate
x̂k +( ) = ˆ ˆx K z h xk k k k k−( ) + − −( )( )[ ] Eq. 10.42 and Eq. 10.127

Corrected covariance matrix
Pk(+) = P K H Pk k k k−( ) − −( ) Eq. 10.43

10.6.6 Adaptive Kalman Filtering

In adaptive Kalman filtering, nonlinearities in the model arise from making 
parameters of the model into functions of state variables. For example, the 
time constant τ of a scalar exponentially correlated process

x t x wk k k= −( ) +−exp /∆ τ 1

may be unknown or slowly time-varying, in which case it can be made part of 
the augmented state vector

ˆ
ˆ

ˆ
xaug = 





x

τ

with state transition matrix

F =
−( ) −( )

−( )








∗

exp / exp / /

exp /

∆ ∆ ∆
∆

t t t x

t

ˆ ˆ ˆ ˆτ τ τ
τ

2

0
,

where τ* >> τ is the correlation time constant of the variations in τ̂ .
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Example 10.8 Tracking Time-Varying Frequency and Damping. Consider 
the problem of tracking the phase components of a damped harmonic oscil-
lator with slowly time-varying resonant frequency and damping time constant. 
The state variables for this nonlinear dynamic system are

x1, the in-phase component of the oscillator output signal (i.e., the only 
observable component);

x2, the quadrature-phase component of the signal;
x3, the damping time constant of the oscillator (nominally 5 s); and
x4, the frequency of oscillator (nominally 2 π rad/s, or 1 Hz).

The dynamic coefficient matrix will be

F =

−
− − −

−
−
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where ττ is the correlation time for the time-varying oscillator damping time 
constant, and τω is the correlation time for the time-varying resonant frequency 
of the oscillator.

If only the in-phase component or the oscillator output can be sensed, then 
the measurement sensitivity matrix will have the form

H = [ ]1 0 0 0 .

Figure 10.14 is a sample output of the MATLAB® m-file osc_ekf.m on 
the accompanying website, which implements this extended Kalman filter. 
Note that it tracks the phase, amplitude, frequency, and damping of the 
oscillator.

The unknown or time-varying parameters can also be in the measurement 
model. For example, a sensor output with time-varying scale factor S and bias 
b can be modeled by the nonlinear equation z = Sx + b and linearized using 
augmented state vector

xaug =
















x

S

b

and measurement sensitivity matrix

H =  
ˆ ˆ .S x 1
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10.7 KALMAN–BUCY FILTER

The discrete-time form of the Kalman filter is well suited for computer imple-
mentation but is not particularly natural for engineers who find it more natural 
to think about dynamic systems in terms of differential equations.

The analog of the Kalman filter in continuous time is the Kalman–Bucy 
filter, developed jointly by Richard Bucy8 and Rudolf Kalman [17].

10.7.1 Implementation Equations

The fundamental equations of the Kalman–Bucy filter are shown in Table 10.4.
People already familiar with differential equations may find the Kalman–

Bucy filter more intuitive and easier to work with than the Kalman filter—
despite complications of the stochastic calculus. To its credit, the Kalman–Bucy 
filter requires only one equation each for propagation of the estimate and its 
covariance, whereas the Kalman filter requires two (for prediction and 
correction).

However, if the result must eventually be implemented in a digital pro-
cessor, then it will have to be put into discrete-time form. Formulas for  

Fig. 10.14 Extended Kalman filter tracking simulated time-varying oscillator.
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8Bucy recognized the covariance equation as a form of the nonlinear differential equation studied 
by Jacopo Francesco Riccati [25] (1676–1754), and that the equation was equivalent to spectral 
factorization in the Wiener filter.
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this transformation are given below. Those who prefer to “think in contin-
uous time” can develop the problem solution first in continuous time as a 
Kalman–Bucy filter, then transform the result to Kalman filter form for 
implementation.

10.7.2 Kalman–Bucy Filter Parameters

Formulas for the Kalman filter parameters Qk and Rk as functions of the 
Kalman–Bucy filter parameters Q(t) and R(t) can be derived from the process 
models.

Q(t) and Qk

The relationship between these two distinct matrix parameters depends on 
the coefficient matrix F(t) in the stochastic system model:

 Q F Q Fk
t

t

t

t

t

t

s ds t s ds dt
k k

k

k

= ( )



 ( )



∫ ∫∫

−
exp exp( ) .

1

T

 (10.129)

R(t) and Rk

This relationship will depend on how the sensor outputs in continuous time 
are filtered before sampling for the Kalman filter. If the sensor outputs were 
simply sampled without filtering, then

 R Rk kt= ( ).  (10.130)

However, it is common practice to use antialias filtering of the sensor outputs 
before sampling for Kalman filtering. Filtering of this sort can also alter the 
parameter H between the two implementations. For an integrate-and-hold 
filter (an effective antialiasing filter), this relationship has the form

 R Rk
t

t

t dt
k

k

= ( )
−

∫
1

,  (10.131)

in which case the measurement sensitivity matrix for the Kalman filter will be 
HK = ΔtHKB, where HKB is the measurement sensitivity matrix for the Kalman–
Bucy filter.

TABLE 10.4. Kalman–Bucy Filter Equations

State Equation (Unified Predictor/Corrector)

d
dt

tx̂ ( ) = F x P H R z H x
K

( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1

( )

t t t t t t t t
t

ˆ + −[−T

KB

� ������ ������
]]

Covariance Equation (Unified Predictor/Corrector)

�P t( ) = F P P F Q K R K( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )t t t t t t t t+ + −T
KB KB

T
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10.8 HOST VEHICLE TRACKING FILTERS FOR GNSS

Kalman filter models for estimating GNSS receiver antenna position and clock 
bias may include higher derivatives of position as additional state variables. 
one effect of adding state variables is the dilution of available pseudorange 
information, a result of which is increased position uncertainty with increased 
host vehicle dynamic activity. In Section 10.8.2, we quantify the relationship 
between dynamic uncertainty and position estimation uncertainty. In Section 
10.8.3, we expand the modeling to include filters optimized for specific classes 
of host vehicle trajectories. In Section 10.8.4, we compare the relative efficacy 
of various filters on a specific application.

10.8.1 Vehicle Tracking Filters

Starting around 1950 in the United States, radar systems were integrated  
with computers to detect and track Soviet aircraft that might invade the con-
tinental United States [24]. The computer software included filters to identify 
and track individual aircraft within a formation. These “tracking filters” gener-
ated estimates of position and velocity for each aircraft, and they could be 
tuned to follow the unpredictable maneuvering capabilities of Soviet bombers 
of that era.

The same sorts of tracking filters are used in GNSS receivers to estimate 
the position and velocity of GNSS antennas on host vehicles with unpredict-
able dynamics. Important issues in the design and implementation of these 
filters include the following:

1. In what ways does vehicle motion affect GNSS navigation 
performance?

2. Which characteristics of vehicle motions influence the choice of tracking 
filter models?

3. How do we determine these characteristics for a specified vehicle type?

These issues are addressed in the following subsections.

10.8.2 Dynamic Dilution of Information

In addition to the “dilution of precision” (doP) related to satellite geom-
etry, there is a GNSS receiver “dilution of information” problem related to 
vehicle dynamics. In essence, if more information (in the measurements) is 
required to make up for the uncertainty of vehicle movement, then less infor-
mation is left over for determining the instantaneous antenna position and 
clock bias.

For example, the location of a receiver antenna at a fixed position on the 
earth can be specified by three unknown constants (i.e., position coordinates 
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in three dimensions). over time, as more and more measurements are used, 
the accuracy of the estimated position should improve. If the vehicle is moving, 
however, only the more recent measurements relate to the current antenna 
position.

10.8.2.1  Effect on Position Uncertainty  Figure 10.15 is a plot of the con-
tribution vehicle dynamic characteristics make to GNSS position estimation 
uncertainty for a range of host vehicle dynamic capabilities. In order to indi-
cate the contributions that vehicle dynamics make to position uncertainty, this 
demonstration assumes that other contributory error sources are either neg-
ligible or nominal, for example,

• no receiver clock bias (that will come later);
• 10-m RMS time-correlated pseudorange error due to iono delay, receiver 

bias, interfrequency biases, and so on;
• 60-s pseudorange error correlation time;
• pseudoranges of each available satellite sampled every second;
• 10-RMS pseudorange uncorrelated measurement noise;
• 29-satellite GNSS configuration of March 8, 2006;
• only those satellites more than 15° above the horizon were used;
• 200-m/s RMS host vehicle velocity, representing a high-performance air-

craft or missile;
• host vehicle at 40° north latitude; and
• results averaged over 1 h of simulated operation.

Figure 10.15 is output from the MATLAB® m-file Damp2eval.m on the 
accompanying website. It performs a set of GNSS tracking simulations using 
the “dAMP2” tracking filter described in Table 10.5 and in Section 10.8.3. This 
filter allows the designer to specify the RMS velocity, RMS accelera tion, and 
acceleration correlation time of the host vehicle, and the plot shows how these 
two dynamic characteristics influence position estimation accuracy.

These results would indicate that navigation performance is more sensitive 
to vehicle acceleration magnitude than to its correlation time. Five orders-of-
magnitude variation in correlation time do not cause one order-of-magnitude 
variation in RMS position estimation accuracy. At short correlation times, five 
orders-of-magnitude variation in RMS acceleration9 cause around three 
orders-of-magnitude variation in RMS position estimation accuracy. These 
simulations were run at a 40° latitude. Changing simulation conditions may 
change the results somewhat.

The main conclusion is that unpredictable vehicle motion does, indeed, 
compromise navigation accuracy.

9The RMS acceleration used here does not include the acceleration required to counter gravity.
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10.8.3 Specialized Host Vehicle Tracking Filters

In Kalman filtering, dynamic models are completely specified by two matrix 
parameters:

1. the dynamic coefficient matrix F (or equivalent state transition 
matrix Φ)

2. the dynamic disturbance covariance matrix Q.

The values of these matrix parameters for six different vehicle dynamic models 
are listed in Table 10.5. They are all time invariant (i.e., constant). As a conse-
quence, the corresponding state transition matrices

F = ( )exp F∆t

are also constant and can be computed using the matrix exponential function 
(expm in MATLAB®).

Also given in the table is a list of the independent and dependent param-
eters of the models. The independent parameters can be specified by the filter 
designer. Because the system model is time invariant, the finite dependent 

Fig. 10.15 dAMP2 tracker performance versus σacc and τacc.
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variables are determinable from the steady-state matrix Riccati differential 
equation,

 0 = + +∞ ∞FP P F QT ,  (10.132)

the solution of which exists only if the eigenvalues of F lie in the left-half 
complex plane. However, even in those cases where the full matrix Riccati 
differential equation has no finite solution, a reduced equation with a subma-
trix of P∞ and corresponding submatrix of F may still have a finite steady-state 
solution. For those with “closed-form” solutions that can be expressed as for-
mulas, the solutions are listed below with the model descriptions.

The TyPE2 filter, for example, does not have a steady-state solution for its 
Riccati equation without measurements. As a consequence, we cannot use 
mean-squared velocity as a TyPE2 filter parameter for modeling vehicle 
maneuverability. However, we can still solve the Riccati equation with GNSS 
measurements (which is not time invariant) to characterize position uncer-
tainty as a function of mean-squared vehicle acceleration (modeled as a zero-
mean white-noise process).

10.8.3.1  Unknown Constant Tracking Model  In this model, there are no 
parameters for vehicle dynamics because there are no vehicle dynamics. The 
Kalman filter state variables are three components of position, shown below 
as north–east–down (NEd) coordinates. The only model parameters are three 
values of σpos

2 0( ) for three direction components. These represent the initial 
position uncertainties before measurements start. The value of σpos

2 0( ) can be 
different in different directions. The necessary Kalman filter parameters for a 
stationary antenna are then

P0

2

2

2

0 0

0 0

0 0

=
















σ
σ

σ

north

east

down

the initial mean-squa, rred position uncertainty,

F = ×I, ,the identity matrix and3 3

Q = ×0, 3 3the zero matrix.

The initial position uncertainty, as modeled by σpos
2 0( ), may also influence 

GNSS signal acquisition search time. The other necessary Kalman filter param-
eters (H and R) come from the pseudorange measurement model, addressed 
earlier.

10.8.3.2  Damped  Harmonic  Resonator  GNSS antennas can experience 
harmonic displacements in the order of several centimeters from host vehicle 
resonant modes, which are typically at frequencies in the order of ≈1 Hz (the 
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suspension resonance of most passenger cars) to several hertz—but the effect 
is small compared to other error sources.

However, a model of this sort (developed in Examples 10.1–10.8) is needed 
for INS gyrocompass alignment, which is addressed in Chapter 11.

10.8.3.3  Type 2 Tracking Model  The TyPE2 tracker is older than Kalman 
filtering. Given sufficient measurements, it can estimate position and velocity 
in three dimensions. (Type 1 trackers do not estimate velocity.) The tracker 
uses a host vehicle dynamic model with zero-mean white-noise acceleration, 
unbounded steady-state mean-squared velocity (not particularly reasonable) 
and unbounded steady-state mean-squared position variation (quite reason-
able). When GNSS signals are lost, the velocity uncertainty variance will grow 
without bound unless something is done about it—such as limiting velocity 
variance to some maximum value. Trackers based on this model can do an 
adequate job when GNSS signals are present.

The model parameters shown in Table 10.5 are for a single-direction com-
ponent and do not include position. The full tracking model will include three 
position components and three velocity components. The necessary Kalman 
filter parameters for a 3d Type 2 tracking filter include

P0

2

2

2

2

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0

=

σ
σ

σ
σ

σ

north

east

down

northv

v

,

,eeast

down

2

2

0

0 0 0 0 0 σv,

,

























F =
























1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

∆
∆

∆

t

t

t



,

Q =

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

2 2

2 2

2

σ
σ

σ

acc

acc

acc

∆
∆

∆

t

t

t22

,



























HoST VEHICLE TRACKING FILTERS FoR GNSS 403

where σacc
2  is the only adjustable parameter value. Adjusting it for a particular 

application may take some experimenting.

10.8.3.4  DAMP1 Tracking Model: Velocity Damping  This type of track-
ing filter is based on the Langevin equation,

 
d
dt

v t v t w t

F

( ) ( ) ( ),= − +1
τ vel��� ��

 (10.133)

where v(t) is a velocity component and w(t) is a zero-mean white-noise process 
in continuous time.

It differs from the TyPE2 tracker in that it includes a velocity damping 
time constant τvel, which is enough to put an eigenvalue of F in the left-half 
complex plane and allow a steady-state variance for velocity. This is more 
realistic as a model for a vehicle with finite speed capabilities. Also, the param-
eter τvel is a measure of persistence of velocity, which would be useful for 
distinguishing the dynamics of an oil tanker, say, from those of a jet ski.

The values of P0 and Q will be the same as for the TyPE2 tracker, and the 
state transition matrix

F =
























1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

∆
∆

∆

t

t

t

ε
ε

ε


 ε τ= −( )exp .∆t / vel

The steady-state solution of the Riccati equation can be used to solve for

 σ σ τacc vel vel
2 2 21 2 /= − −( )[ ]exp / ;∆ ∆t t  (10.134)

that is, one can specify the vehicle maneuver capability in terms of its mean-
square velocity σ vel

2  and velocity correlation time τvel, and use Eq. 10.134 to 
specify compatible values for the modeled Q matrix.

10.8.3.5  DAMP2  Tracking  Model:  Velocity  and  Acceleration  Damping 
This is an even more realistic model for a vehicle with finite speed and accel-
eration capabilities. It also includes an acceleration time-correlation constant 
τacc, which is useful from distinguishing the more lively vehicle types from the 
more sluggish ones. The corresponding steady-state Riccati equation used for 
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making the model a function of RMS velocity and acceleration is not as easy 
to solve in closed form, however.

The 2 × 2 submatrix of the state transition matrix Φ relating velocity and 
acceleration along a single axis has the form

Fvel acc,
, ,

, ,

= 





φ φ
φ φ

1 1 1 2

2 1 2 2

  (10.135)

φ τ1 1, exp /= −( )∆t vel   (10.136)

φ τ τ τ τ
τ τ1 2

/ /
,

exp exp
=

−( ) − −( )[ ]
−

vel acc vel acc

vel acc

∆ ∆t t
 (10.137)

φ2 1 0, =   (10.138)

φ τ2 2 / ,, exp= −( )∆t acc  (10.139)

and the corresponding 2 × 2 submatrix of Q will be

 Qvel acc
jerk

, = 





0 0

0
.2 2σ ∆t
 (10.140)

The corresponding steady-state Riccati Eq. 10.132 can be solved for

 σ σ τjerk acc acc
2 2 21 2 /= − −( )[ ]exp / ,∆ ∆t t  (10.141)

the analog of Eq. 10.134.
The steady-state Riccati equation can also be solved for the correlation 

coefficient

ρ τ τ σ τ τ τ
vel acc

vel acc acc acc vel a
,

exp exp exp
= −

−( ) −( ) − −∆ ∆ ∆t t t/ / / ccc

vel acc vel vel acc

( )[ ]
− −( ) −( )[ ] −( )σ τ τ τ τ1 / /exp exp∆ ∆t t

 (10.142)

between the velocity and acceleration components. But solving the remaining 
element p∞,1,1 = 0 of the Riccati Eq. 10.132 for τvel as variable dependent on 
the independent variables requires solving a transcendental equation. It is 
solved numerically in the MATLAB® function Damp2Params.m on the 
accompanying website.

Figure 10.15 was generated by the MATLAB® m-file Damp2eval.m, and 
Fig. 10.17 was generated by the m-file SchmidtKalmanTest.m on the accom-
panying website. Both include solutions of the Riccati equation for a dAMP2 
GNSS position filter.
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10.8.3.6  DAMP3  Tracking  Model:  Position,  Velocity,  and  Acceleration 
Damping  This type of filter is designed for vehicles with limited but nonzero 
position variation, such as the altitudes of some surface watercraft (e.g., river 
boats) and land vehicles. Ships that remain at sea level are at zero altitude, by 
definition. They need no vertical navigation, unless they are trying to estimate 
tides. Flatwater boats and land vehicles in very flat areas can probably do 
without vertical navigation, as well.

Continuous-Time Solutions It is generally easier to solve the steady-state 
covariance equation in continuous time,

 0 3 3 3 3 3= + +F P P F QT ,  (10.143)

for the parameters in the steady-state solution

 P3

1 1 1 2 1 3

1 2 2 2 2 3

1 3 2 3 3 3

=
















p p p

p p p

p p p

, , ,

, , ,

, , ,

,  (10.144)

where the other model parameters are
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The six scalar equations equivalent to the symmetric 3 × 3 matrix Eq. 10.143 
are
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We wish to solve for the steady-state covariance matrix P, where the indepen-
dent variables

τacc, the acceleration correlation time constant,
p1,1, the mean-squared position excursion,
p2,2, the mean-squared velocity variation, and
p3,3, the mean-squared acceleration variation

are to be specified, and the dependent variables

τvel, the velocity correlation time constant,
τpos, the position correlation time constant,
p1,2, the cross covariance of position and velocity,
p1,3, the cross covariance of position and acceleration,
p2,3, the cross covariance of velocity and acceleration, and
qc,3,3, the continuous-time disturbance noise variance

are to be determined from Eq. 10.147.
From the last of these (labeled Eq3,3),

 q
p

c, ,
, .3 3

3 32=
τacc

 (10.148)

From Eq2,2 and Eq2,3,

p
p

2 3
2 2

,
,=

τ vel

 (10.149)

=
+

p3 3, ,
τ τ

τ τ
vel acc

acc vel

 (10.150)

and from equating the two solutions,

 τ
τ

τvel
acc

acc

=
+ +p p p p

p
2 2 2 2

2
3 3

2
2 2

3 3

4
2

, , , ,

,

.  (10.151)

Similarly, from Eq1,1 and Eq1,2,

 p
p

1 2
1 1

,
,=

τpos

 (10.152)
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and from Eq1,3,

 p
p

1 3
2 3

,
, .=

+
τ τ

τ τ
pos acc

acc pos

 (10.154)

By equating the two independent solutions for p1,3, one obtains a cubic poly-
nomial in τpos:

 0 0 1 2
2

3
3= + + +c c c cτ τ τpos pos pos  (10.155)

with coefficients

 c p0 1 1= , τ τvel acc  (10.156)

 c p1 1 1= +( ), τ τacc vel  (10.157)

 c p p2 2 2 1 1= − +, ,τ τvel acc  (10.158)

 c p p3 2 3 2 2= − +( )τ τvel acc, , ,  (10.159)

which can be solved numerically using the MATLAB® function roots.
The MATLAB solution sequence is then

0. Given: p1,1, p2,2, p3,3, and τacc.
1. Solve for τvel using Eq. 10.151.
2. Solve for p2,3 using Eq. 10.149.
3. Solve for τpos using Eq. 10.155 and the MATLAB® function roots.
4. Solve for p1,2 using Eq. 10.152.
5. Solve for p1,3 using Eq. 10.154.

This solution is implemented in the MATLAB® m-file DAMP3Params.m on 
the accompanying website.

This leaves the problem of solving for the discrete-time process noise cova-
riance matrix Q3,discrete, which is not the same as the analogous matrix Q3 in 
continuous time (solved using Eq. 10.148). There is a solution formula,

Q F F Q F F3 3
0

, exp exp exp expdiscrete
T T= ( ) −( ) −( )



∫∆ ∆

∆
t s s ds t

t

(( ),  (10.160)

but—given Φ and P∞—it is easier to use the steady-state formula

 Q P P3 3 3, ,discrete
T= − F F  (10.161)

which is how the solution is implemented in DAMP3Params.m.
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10.8.3.7  Tracking Models for Highly Constrained Trajectories  Race cars 
in some televised races have begun using integrated GNSS/INS on each vehicle 
to determine their positions on the track. The estimated positions are teleme-
tered to the television control system, where they are used in generating televi-
sion graphics (e.g., an arrow or dagger icon) to designate on the video images 
where each car is on the track at all times. The integrating filters constrain the 
cars to be on the 2d track surface, which improves the estimation accuracy 
considerably.

FIG8 Tracking Model As a simple example of how this works, we will use a 
one-dimensional “slot car” track model, with the position on the track com-
pletely specified by the down-track distance from a reference point.

The trajectory of a vehicle on the track is specified in terms of a formula,

dpos

Northing

Easting

Altitude

=
−

















 (10.162)
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ω φ
 (10.163)

where

S is a track scaling parameter, ≈ (track length [m])/14.9437552901562;
h is half the vertical separation where the track crosses over itself;
ω = 2 π × (average speed [m/s])/(track length [m]); and
ϕ is an arbitrary phase angle (rad).

The phase rate �φ  can be modeled as a random walk or exponentially correlated 
process, to simulate speed variations. This model is implemented in the 
MATLAB® function Fig8Mod1D, which also calculates vehicle velocity, accel-
eration, attitude and attitude rates. This m-file is on the accompanying website. 
The resulting trajectory is illustrated in Fig. 10.16.

The resulting Kalman filter is implemented in the MATLAB® m-file 
GPSTrackingDemo.m on the accompanying website. This particular imple-
mentation is for a 1.5-km track with vehicle speeds of 90 kph ± 10% RMS 
random variation. The Kalman filter model in GPSTrackingDemo.m uses 
only two vehicle states: (1) the phase angle ϕ and (2) its derivative �φ  which 
is modeled as an exponentially correlated random process with a correla-
tion time constant of 10 s and RMS value equivalent to ±10% variation in 
speed.
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10.8.3.8  Filters  for Spacecraft  Unpowered vehicles in space do not have 
sufficiently random dynamics to justify a tracking filter. They may have 
unknown, quasi-constant orbit parameters, but their trajectories over the 
short-term are essentially defined by a finite set of parameters. GNSS vehicle 
tracking then becomes an orbit determination problem. The orbital parame-
ters may change during brief orbit changes, but the problem remains an orbit 
determination problem with increased uncertainty in initial conditions (veloc-
ity, in particular).

10.8.3.9  Other  Specialized  Vehicle  Filter  Models  The list of models in 
Table 10.5 is by no means exhaustive. It does not include the FIG8 filter 
described above. other specialized filters have been designed for vehicles 
confined to narrow corridors within a limited area, such as race cars on a 2d 
track or motor vehicles on streets and highways. Specialized filters are also 
required for trains, which need to know where they are on a 1d track, and 
possibly which set of parallel rails they are on.

Still, the models listed in Table 10.5 and described above should cover the 
majority of GNSS applications.

10.8.3.10  Filters  for  Different  Host Vehicle Types  Table 10.6 lists some 
generic host vehicle types, along with names of models in Table 10.5 that might 
be used for GNSS position tracking on such vehicles.

10.8.3.11  Parameters  for Vehicle Dynamics  Table 10.7 contains descrip-
tions of the tracking filter parameters shown in Table 10.5. These are statistical 
parameters for characterizing random dynamics of the host vehicle.

10.8.3.12  Empirical  Modeling  of  Vehicle  Dynamics  The most reliable 
vehicle dynamic models are those based on data from representative vehicle 
dynamics. Empirical modeling of the uncertain dynamics of host vehicles 

Fig. 10.16 Figure-8 trajectory of length 1500 m.
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requires data (i.e., position and attitude and their derivatives) recorded under 
conditions representing the intended mission applications.

The ideal sensor for this purpose is an INS, or at least an inertial sensor 
assembly (ISA) capable of measuring and recording 3d accelerations and 
attitude rates (or attitudes) during maneuvers of the host vehicle.

The resulting data are the sum of three types of motion:

1. Internal motions due to vibrating modes of the vehicle, excited by pro-
pulsion noise and flow noise in the surrounding medium. The oscillation 
periods for this noise generally scale with the size of the host vehicle but 
are generally in the order of a second or less.

2. Short-term perturbations of the host vehicle that are corrected by steer-
ing, such as turbulence acting on aircraft or potholes acting on wheeled 
vehicles. These also excite the vibrational modes of the vehicle.

TABLE 10.6. Filter Models for Unknown Vehicle Dynamics

Host Vehicles

Filter Models

Horizontal directions Vertical direction

None (fixed to earth) Unknown constant Unknown constant
Parked damp. harm. resonator damp. harm. resonator
Ships dAMP1, dAMP2 Unknown constant
Land vehicles dAMP1, dAMP2 dAMP3
Aircraft and missiles dAMP1, dAMP2 dAMP2, dAMP3
Spacecraft In free-fall: Use orbit estimation models

After maneuvers: Increment velocity uncertainty

TABLE 10.7. Statistical Parameters of Host Vehicle Dynamics

Symbol definition

σ pos
2 Mean-squared position excursionsa

σ vel
2 Mean-squared vehicle velocity (E〈|v|2〉)

σacc
2 Mean-squared vehicle acceleration (E〈|a|2〉)

σ jerk
2 Mean-squared jerk (E �a 2 )

ρi,j Correlation coefficients between position, velocity, and 
acceleration variations

τpos Position correlation time
τvel Velocity correlation time
τacc Acceleration correlation time
ωresonant Suspension resonant frequency
τdamping Suspension damping time constant

aMean-squared position excursions generally grow without bound, except for altitudes of ships 
(and possibly land vehicles).
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3. The intended rigid-body motions of the whole vehicle to follow the 
planned trajectory. The frequency range of these motions is generally 
10 Hz and often <1 Hz.

only the last of these is of interest in tracking. It can often be separated from 
the high-frequency noise by low-pass filtering, ignoring the high-frequency end 
of the power spectral densities and cross-spectral densities of the data. The 
inverse Fourier transforms of the low-end power spectral data will yield auto-
covariance functions that are useful for modeling purposes. The statistics of 
interest in these autocovariance functions are the variances σ2 (values at zero 
correlation time) and the approximate exponential decay times τ of the 
autocovariances.

10.8.4 Vehicle Tracking Filter Comparison

The alternative GNSS receiver tracking filters of the previous section were 
evaluated using the “figure-eight” track model described in Section 10.8.3. This 
is a trajectory confined in all three dimensions, and more in some dimensions 
than others.

10.8.4.1  Simulated Trajectory  The simulated trajectory is that of an auto-
mobile on a banked figure-eight track, as illustrated in Fig. 10.16. The 
MATLAB® m-file Fig8TrackDemo.m on the accompanying website gener-
ates a series of plots and statistics of the simulated trajectory. It calls the 
MATLAB® function Fig8Mod1D, which generates the simulated dynamic 
conditions on the track, and it outputs the following statistics of nominal 
dynamic conditions:

RMS N–S Position Excursion = 212.9304 meter
RMS E–W Position Excursion = 70.9768 meter
RMS Vert. Position Excursion = 3.5361 meter
RMS N–S Velocity = 22.3017 m/s
RMS E–W Velocity = 14.8678 m/s
RMS Vert. Velocity = 0.37024 m/s
RMS N–S Acceleration = 2.335 m/s/s
RMS E–W Acceleration = 3.1134 m/s/s
RMS Vert. Acceleration = 0.038778 m/s/s
RMS Delta Velocity North = 0.02335 m/s at Δt = 0.01 sec.

= 2.334 m/s at Δt = 1 sec.
RMS Delta Velocity East = 0.031134 m/s at Δt = 0.01 sec.

= 3.1077 m/s at Δt = 1 sec.
RMS Delta Velocity Down = 0.00038771 m/s at Δt = 0.01 sec.

= 0.038754 m/s at Δt = 1 sec.
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N. Position Correlation Time = 13.4097 sec.
E. Position Correlation Time = 7.6696 sec.
Vertical Position Corr. Time = 9.6786 sec.
N. Velocity Correlation Time = 9.6786 sec.
E. Velocity Correlation Time = 21.4921 sec.
Vertical Velocity Corr. Time = 13.4097 sec.
N. Acceler. Correlation Time = 13.4097 sec.
E. Acceler. Correlation Time = 7.6696 sec.
Vertical Acceler. Corr. Time = 9.6786 sec.

These statistics are used for “tuning” the filter parameters for each of the 
alternative vehicle tracking filters—within the capabilities of the tracking filter.

10.8.4.2  Results  The MATLAB® m-file GPSTrackingDemo.m on the 
accompanying website simulates the GNSS satellites, the vehicle, and all four 
types of filters on a common set of pseudorange measurements over a period 
of two hours. The position estimation results are summarized in Table 10.8 for 
one particular simulation. Even though all models were “optimized” using the 
same statistical parameters for the vehicle trajectory, depending on which 
vehicle model is chosen, the results can differ by two orders of magnitude in 
RMS position error.

The m-file GPSTrackingDemo.m generates many more plots to demon-
strate how the different filters are working, including plots of the simulated 
and estimated pseudorange errors for each of the 29 satellites, most of which 
are not in view. Because the simulation uses a pseudorandom number genera-
tor, the results can change from run to run.

10.8.4.3  Model Dimension versus Model Constraints  These results indi-
cate that dilution of information is not just a matter of state vector dimension. 
one might expect that the more variables there are to estimate, the less infor-
mation will be available for each variable. In Table 10.8, the dAMP3 model 

TABLE 10.8. Comparison of Alternative GNSS Filters 
on 1.5-km Figure-8 Track Simulation

GNSS Filter

RMS Pos. Est. Err.a (m)

North East down

TyPE2 42.09 40.71 4.84
dAMP2 22.98 25.00 3.51
dAMP3 7.34 10.52 3.31
FIG8 0.53 0.31 0.01

aClock errors not included.
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has three more state variables than the TyPE2 or dAMP2 models, yet it 
produces better results. The other issue at work here is the degree to which 
the model constrains the solution, and this factor better explains the ordering 
of estimation accuracy. The degree to which the model constrains the solution 
increases downward in the table, and simulated performance improves mono-
tonically with the degree of constraint.

10.8.4.4  Role  of  Model  Fidelity  These results strongly suggest some 
performance advantage to be gained by tuning the vehicle tracking filter 
structure and parameters to the problem at hand. For the simulated trajectory, 
the accelerations, velocities, and position excursions are all constrained, and 
the model that takes greatest advantage of that is FIG8, the track-specific 
model.

10.9 ALTERNATIVE IMPLEMENTATIONS

There have been many “improvements” in the Kalman filter since 1960. Some 
are changes in the methods of computation, some use the Kalman filter  
model to solve related nonfiltering problems, and some make use of Kalman 
filtering variables for addressing other application-related problems. We 
present here some that have been found useful in GNSS/INS integration. 
More extensive coverage of the underlying issues and solution methods is 
provided in Ref. 12.

10.9.1 Schmidt–Kalman Suboptimal Filtering

This is a method proposed by Stanley F. Schmidt [26] for reducing the process-
ing and memory requirements for Kalman filtering, with predictable perfor-
mance degradation. At the time it was proposed (in the mid-1960s), computer 
capabilities were severely limited compared to those available today, and 
much effort had to be put into reducing computation and memory require-
ments as much as possible. Programmers needed to be stingy with computation 
cycles and bits.

Schmidt–Kalman (SK) filtering has been used as a means of eliminating the 
additional variables (one per GNSS satellite used) required for Kalman filter-
ing with time-correlated pseudorange errors (originally for SA errors, but also 
useful for uncompensated ionospheric propagation delays). However, before 
taking that approach, potential users should also calculate the actual savings 
in memory and processor time before deciding whether it is worth the perfor-
mance degradation and the added risk of programming a much more complex 
implementation.

The algorithms are presented here because they have been used in some 
GNSS receiver implementations, but they are not recommended.
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10.9.1.1  State Vector Partitioning  SK filtering partitions the state vector 
into “essential” variables (designated by the subscript e) and “unessential” 
variables (designated by the subscript u):

 x
x

x
= 





e

u

,  (10.164)

where xe is the ne × 1 subvector of essential variables to be estimated, xu is the 
nu × 1 subvector that will not be estimated, and

 n n ne u the total number of state variables+ = , .  (10.165)

Even though the subvector xu of nuisance variables is not estimated, the effects 
of not doing so must be reflected in the covariance matrix Pee of uncertainty 
in the estimated variables. For that purpose, the SK filter calculates the covari-
ance matrix Puu of uncertainty in the unestimated state variables and the 
cross-covariance matrix Pue between the two types. These other covariance 
matrices are used in the calculation of the SK gain.

10.9.1.2  Implementation  Equations  The essential implementation equa-
tions for the SK filter are listed in Table 10.9. These equations have  

TABLE 10.9. Summary Implementation of Schmidt–
Kalman Filter

Corrector (observational Update)

C = P H P Hee k e k eu k u k, , , ,( ) ( )− + −T T

D = P H P Hue k e k uu k u k, , , ,( ) ( )− + −T T

E = H C H D Re k u k k, ,+ +
KSK,k = CE−1

ˆ ,xe k +( ) = ˆ , , ,x K z H xe k k k ek e k−( ) + − −( )[ ]SK

A = I K Hn k e ke − SK, ,

B = K HSK, ,k u k

Peu,k(+) = APeu,k(−) − BPuu,k(−)
Pee,k(+) = [APee,k(−) − BPeu,k(−)T]AT

− − +P B K R Keu k
T

k k k
T

, ( ) , ,SK SK

Pue,k(+) = Peu,k(+)T

Puu,k(+) = Puu,k(−)

Predictor (Time Update)

ˆ ,xe k+ −( )1 = Fe k e k, ,x̂ +( )
Pee,k+1− = F Fe k ee k e k ee, , ( )P Q+ +,

T

Peu,k+1(−) = F Fe k eu k u k, , ,( )P + T

Pue,k+1(−) = Peu,k+1(−)T

Puu,k+1− = F Fu k uu k u k uu, , ,P Q+ +T
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been arranged for reusing intermediate results to reduce computational 
requirements.

10.9.1.3  Simulated  Performance  in  GNSS  Position  Estimation  Figure 
10.17 is the output of the MATLAB® m-file SchmidtKalmanTest.m on the 
accompanying website. This is a simulation using the vehicle dynamic model 
dAMP2, described in Section 10.8.3, with 29 GNSS satellites (almanac of 08 
Mar 2006), 9–11 of which were in view (15° above the horizon) at any one 
time, and

ne = 9, 3the number of essential state variables ea of pos vel ac( . ., ., cc.)

nu = 29, the number of unessential state variables propagation dela( yys)

∆t = 1 ,s time interval between filter updates

σpos m, initial position uncertainty, RMS/axis( )0 20=

σ vel m/s RMS of random vehicle speed about mph= 200 447, ( )

σacc g RMS of random vehicle acceleration= 1 2/ ,

σprop m RMS propagation delay uncertainty steady-state= 10 , ( )

σρ = 10 m RMS pseudorange measurement noise white zero-mean, ( , )

Fig. 10.17 Simulation comparing Schmidt–Kalman and Kalman filters.
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τprop s correlation time constant of propagation delay= 150 ,

τacc s correlation time constant of random vehicle accelerati= 120 , oon.

The variables plotted in the top graph are the “un-RSS” differences

σ σ σdifference SK K= −2 2

between the mean-squared position uncertainties of the SK filter (σSK
2 ) and 

the Kalman filter (σK m2 2 210≈ ). The peak errors introduced by the SK filter 
are a few meters to several meters and are transient. The error spikes generally 
coincide with the changes in the number of satellites used (plotted in the 
bottom graph). This would indicated that, for this GNSS application anyway, 
the SK filter performance comes very close to that of the Kalman filter, except 
when a new satellite with unknown propagation delay is first used. Even then, 
the errors introduced by using a new satellite generally die down after a few 
correlation time constants of the propagation delay errors.

10.9.2 Serial Measurement Processing

It is shown in Ref. 18 that it is more efficient to process the components of a 
measurement vector serially, one component at a time, than to process them 
as a vector. This may seem counterintuitive, but it is true even if its implemen-
tation requires a transformation of measurement variables to make the associ-
ated measurement noise covariance R a diagonal matrix (i.e., with noise 
uncorrelated from one component to another).

10.9.2.1  Measurement Decorrelation  If the covariance matrix R of mea-
surement noise is not a diagonal matrix, then it can be made so by UDUT 
decomposition (Eq. B.22) and by changing the measurement variables10:

 R U D Ucorrelated
T= R R R,  (10.166)

 R Ddecorrelated

def

a diagonal matrix= R ( ),  (10.167)

 z U zdecorrelated

def

correlated= R \ ,  (10.168)

 H U Hdecorrelated

def

correlated= R \ ,  (10.169)

where Rcorrelated is the nondiagonal (i.e., correlated component-to-component) 
measurement noise covariance matrix, and the new decorrelated measurement 

10We use the matrix divide symbol “\” in place of the matrix inverse on UR because it is triangular 
matrix, and the system can be solved more easily by back-substitution.
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vector zdecorrelated has a diagonal measurement noise covariance matrix 
Rdecorrelated and measurement sensitivity matrix Hdecorrelated.

10.9.2.2  Serial  Processing  of  Decorrelated  Measurements  The compo-
nents of zdecorrelated can now be processed one component at a time using the 
corresponding row of Hdecorrelated as its measurement sensitivity matrix and the 
corresponding diagonal element of Rdecorrelated as its measurement noise 
variance.

A “pidgin-MATLAB®” implementation for this procedure is listed in Table 
10.10, where the final line is a “symmetrizing” procedure designed to improve 
robustness.

10.9.3 Improving Numerical Stability

10.9.3.1  Effects  of  Finite  Precision  Computer roundoff limits the preci-
sion of numerical representation in the implementation of Kalman filters. It 
has been known to cause severe degradation of filter performance in many 
applications, and alternative implementations of the Kalman filter equations 
(the Riccati equations, in particular) have been shown to improve robustness 
against roundoff errors.

Computer roundoff for floating-point arithmetic is often characterized by 
a single parameter εroundoff, which is the smallest number such that

 1 1+ >εroundoff in machine precision.  (10.170)

It is the value assigned to the parameter eps in MATLAB®. In 64-bit ANSI/
IEEE Standard floating point arithmetic (MATLAB® precision on PCs), 
eps = 2−52.

TABLE 10.10. Implementation Equations for Serial Measurement Update

x x= −( )ˆ k

P = Pk(−)
for j = 1:,
z = zk(j);
H = Hk(j, :);
R = Rdecorrelated (j, j);
K PH HPH= ′ ′ +( )/ R
x̂ K Hx= −( )z
P P KHP= −
end;
x̂ xk +( ) =
Pk(+) = (P + P′)/2; (symmetrize)
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The following example, due to dyer and McReynolds [9], shows how a 
problem that is well conditioned, as posed, can be made ill-conditioned by the 
filter implementation.

Example 10.9 Ill-Conditioned Measurement Sensitivity. Consider the filter-
ing problem with measurement sensitivity matrix

H =
+







1 1 1

1 1 1 δ

and covariance matrices

P I R I0 3
2

2= =, ,and δ

where In denotes the n × n identity matrix and the parameter δ satisfies the 
constraints

δ ε δ ε2 < >roundoff roundoffbut, .

In this case, although H clearly has rank 2 in machine precision, the product 
HP0HT with roundoff will equal

3 3

3 3 2

+
+ +







δ
δ δ

,

which has a pseudorank of 1; that is, it is singular in machine precision. The 
result is unchanged when R is added to HP0HT. In this case, then, the filter 
observational update fails because the matrix HP0HT + R is not invertible.

10.9.3.2  Alternative  Implementations  The covariance correction process 
(observational update) in the solution of the Riccati equation was found to be 
the dominant source of numerical instability in the Kalman filter implementa-
tion, with the more common symptoms of failure being asymmetry of the 
covariance matrix (easily fixed) or (worse by far) negative terms on its diago-
nal. These implementation problems could be avoided for some problems  
by using more precision, but they were not solved for most applications  
until James Potter11 (1937–2005) discovered what is now called “ square root 

11In 1962, Potter was a graduate student at MIT, working part-time at the Instrumentation Labora-
tory on guidance and navigation system development for the Apollo moon project. The Kalman 
filter for Apollo space navigation would have to be implemented in 15-bit arithmetic, and it was 
already experiencing numerical stability problems in 36-bit floating-point implementations on a 
“mainframe” IBM computer. Potter took the problem home with him on a Friday and showed 
up Monday morning with his solution.
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filtering.” Potter rederived the observational update of P using a Cholesky 
factor C of P as the dependent variable, where P = CCT. (A true “square root” 
of P would satisfy the alternative equation P = CC.)

Soon after Potter’s discovery, alternative Cholesky factorizations have been 
used, as well. Each of these methods requires a compatible method for covari-
ance prediction. Table 10.11 lists several of these compatible implementation 
methods for improving the numerical stability of Kalman filters.

Figure 10.18 illustrates how these methods perform on the ill-conditioned 
problem of Example 10.9 as the conditioning parameter δ → 0. For this par-
ticular test case, using 64-bit floating-point precision (52-bit mantissa), the 
accuracy of the Carlson [7] and Bierman [3] implementations degrade more 
gracefully than the others as δ → ε, the machine precision limit. The Carlson 
and Bierman solutions still maintain about nine digits (≈30 bits) of accuracy 
at δ ε≈  when the other methods have essentially no bits of accuracy in the 
computed solution.

These results, by themselves, do not prove the general superiority of the 
Carlson and Bierman solutions for the Riccati equation. Relative per formance 
of alternative implementation methods may depend upon details of the spe-
cific application, and—for many applications—the standard Kalman filter 
implementation will suffice. For many other applications, it has been found 
sufficient to constrain the covariance matrix to remain symmetric.

The MATLAB® m-file shootout.m on the accompanying website gener-
ates Fig. 10.18, using m-files with the same names as those of the solution 
methods in Fig. 10.18. For derivations of these methods, see Ref. 12.

10.9.3.3  Conditioning  and  Scaling  Considerations  The data formatting 
differences between triangular Cholesky factors (Carlson implementation) 
and modified Cholesky factors (Bierman–Thornton implementation) are not 
always insignificant, as illustrated by the following example.

TABLE 10.11. Compatible Methods for Solving the Riccati Equation

Covariance Matrix Format

Riccati Equation Implementation Methods

Corrector Predictor

Symm. nonneg. def. P Kalman [16] Kalman [16]
Joseph [6] Kalman [16]

Square Cholesky factor C Potter [23] Ck+1− = ΦkCk+

Triangular Cholesky factor C Carlson [7] Kailath–Schmidta

Triangular Cholesky factor C Morf–Kailath combined [22]
Modified Cholesky factors U, D Bierman [3] Thornton [28]

aUnpublished.
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Example 10.10 Cholesky Factor Scaling and Conditioning. The n × n covari-
ance matrix

 P =
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 (10.171)

has condition number 102n−2. Its Cholesky factor

 C =
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 (10.172)

has condition number 10n−1. However, its modified Cholesky factors are U = In 
(condition number = 1) and D = P (condition number = 102n−2).

The condition numbers of the different factors are plotted versus matrix 
dimension n in Fig. 10.19. As a rule, one would like matrix condition num-
bers to be <1/ε, where ε is the machine precision limit (the smallest number 
such that 1 + ε > 1 in machine precision, equal to 2−52 in the IEEE 64-bit 

Fig. 10.18 degradation of numerical solutions with problem conditioning.
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precision used by MATLAB® on most PCs). This threshold is labeled 1/ε on 
the plot.

If the implementation is to be done in fixed-point arithmetic, scaling also 
becomes important. For this example, the nonzero elements of D and C will 
have the same relative dynamic ranges as the condition numbers.

10.9.4 Kalman Filter Monitoring

10.9.4.1  Rejecting Anomalous Sensor Data  Anomalous sensor data can 
result from sensor failures or from corruption of the signals from sensors, and 
it is important to detect these events before the anomalous data corrupts the 
estimate. The filter is not designed to accept errors due to sensor failures or 
signal corruption, and they can seriously degrade the accuracy of estimates. 
The Kalman filter has infinite impulse response, so errors of this sort can 
persist for some time.

Detecting Anomalous Sensor Data Fortunately, the Kalman filter implemen-
tation includes parameters that can be used to detect anomalous data. The 
Kalman gain matrix

 K P H H P H R
Y

k k k k k k k

vk

= − − + −( ) ( ) )T T( 1
� �������� ��������

 (10.173)

includes the factor

 Y H P H Rvk k k k k= − + −( ( ) ) ,T 1  (10.174)

Fig. 10.19 Example 10.10: Conditioning of Cholesky factors.
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the information matrix of innovations.12 The innovations are the measurement 
residuals

 vk k k k= − −
def

z H x̂ ( ),  (10.175)

the differences between the apparent sensor outputs and the predicted sensor 
outputs. The associated likelihood function for innovations is

 ℒ( ) expv v vk k vk k= −





1
2

,TY  (10.176)

and the log-likelihood is

 log[ ( )] ,ℒ v v vk k vk k= − TY  (10.177)

which can easily be calculated. The equivalent statistic

 χ 2 =
v vk vk k

TY
�

 (10.178)

(i.e., without the sign change and division by 2, but divided by the dimension 
of vk) is nonnegative with a minimum value of zero. If the Kalman filter were 
perfectly modeled and all white-noise sources were Gaussian, this would be a 
chi-squared statistic with distribution as plotted in Fig. 10.20. An upper limit 
threshold value on χ2 can be used to detect anomalous sensor data, but a 
practical value of that threshold should be determined by the operational 
values of χ2, not the theoretical values; that is, first its range of values should 
be determined by monitoring the system in operation, then a threshold value 
χmax

2  chosen such that the fraction of good data rejected when χ χ2 2> max  will 
be acceptable.

Exception Handling for Anomalous Sensor Data The log-likelihood test can 
be used to detect and reject anomalous data, but it can also be important to 
use the measurement innovations in other ways:

1. as a minimum, to raise an alarm whenever something anomalous has 
been detected;

2. to tally the relative frequency of sensor data anomalies, so that trending 
or incipient failure may be detectable; and

3. to aid in identifying the source, such as which sensor or system may have 
failed.

12Thomas Kailath introduced the notation using the Greek letter ν (“nu”) for innovations, because 
they represent “what is new” in the measurement.
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10.9.4.2  Monitoring  Filter  Health  Filter health monitoring methods are 
useful for detecting disparities between the physical system and the model of 
the system used in Kalman filtering (useful in filter development), for detect-
ing numerical instabilities in the solution of the Riccati equation, and for 
detecting the onset of poor observability conditions. We have discussed in 
Section 10.9.4 the monitoring methods for detecting when sensors fail, or for 
detecting gradual degradation of sensors.

Covariance Analysis Covariance analysis in this context means monitoring 
selected diagonal terms of the covariance matrix P of estimation uncertainty. 
These are the variances of state estimation uncertainty. System require-
ments are often specified in terms of the variance or RMS uncertainties of  
key state variables, and this is a way of checking that these requirements are 
being met. It is not always possible to cover all operational trajectories in  
the design of the sensor system. It is possible that situations can occur when 
these requirements are not being met in operation, and it can be useful to 
know that.

Checking Covariance Symmetry The so-called square-root filtering methods 
presented in Section 10.9.3 are designed to ensure that the covariance matrix 
of estimation uncertainty (the dependent variable of the matrix Riccati equa-
tion) remains symmetric and positive definite. otherwise, the fidelity of the 
solution of the Riccati equation can degrade to the point that it corrupts the 
Kalman gain and that it can corrupt the estimate. If you should choose not to 
use square-root filtering, then you may need some assurance that the decision 
was justified.

Fig. 10.20 Chi-squared distribution.
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Verhaegen and Van dooren [29] have shown that asymmetry of P is one of 
the factors contributing to numerical instability of the Riccati equation. If 
square-root filtering is not used, then the covariance matrix can be “symme-
trized” occasionally by adding it to its transpose and rescaling:

 P P P: ).= +
1
2

( T  (10.179)

This trick has been used for many years to head off numerical instabilities.

Checking the Means and Autocorrelations of Innovations Innovations are the 
differences between what comes out of the sensors and what was expected, 
based on the estimated system state. If the system were perfectly modeled in 
the Kalman filter, the innovations would be a zero-mean white-noise process 
and its autocorrelation function would be zero except at zero delay. The depar-
ture of the empirical autocorrelation of innovations from this model is a useful 
tool for analysis of mismodeling in real-world applications.

calculation of autocovariance and autocorrelation functions The 
mean of the innovations should be zero. If not, the mean must be subtracted 
from the innovations before calculating the autocovariance and autocorrela-
tion functions of the innovations.

For vector-valued innovations, the autocovariance function is a matrix-
valued function, defined as

A z zcovar

def
T

, , ,k i v i v i kE= +∆ ∆ ,  (10.180)

∆z z H xv i i i i, ),= − −( )
def

innovations(  (10.181)

and the autocorrelation function is defined by

 A D A Dcorrel

def

covar, , ,k k= − −
σ σ

1 1  (10.182)

 Dσ

σ
σ

σ

σ

=























def

1

2

3

0 0 0

0 0 0

0 0 0

0 0 0

�
�
�

� � � � �
� �

,  (10.183)

 σ j jj= { }
def

covarA ,0 ,  (10.184)
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where the jth diagonal element {Acovar,0}jj of Acovar,0 is the variance of the jth 
component of the innovations vector.

Calculation of Spectra and Cross Spectra The Fourier transforms of the diag-
onal elements of the autocovariance function Acovar,k (i.e., as functions of k) 
are the power spectral densities (spectra) of the corresponding components 
of the innovations, and the Fourier transforms of the off-diagonal elements 
are the cross spectra between the respective components.

interpretation of results Simple patterns to look for include the 
following:

1. Nonzero means of innovations may indicate the presence of uncompen-
sated sensor output biases or mismodeled output biases. The modeled 
variance of the bias may be seriously underestimated, for example.

2. Innovations means increasing or varying with time may indicate output 
noise that is a random walk or an exponentially correlated process.

3. Exponential decay of the autocorrelation functions is a reasonable indi-
cation of unmodeled (or mismodeled) random walk or exponentially 
correlated noise.

4. Spectral peaks may indicate unmodeled harmonic noise, but it could also 
indicate that there is an unmodeled harmonic term in the state dynamic 
model.

5. The autocovariance function at zero delay, Acovar,0, should equal HPHT + 
R for time-invariant or very slowly time-varying systems. If Acovar,0 is much 
bigger than HPHT + R, it could indicate that R is too small or that the 
process noise Q is too small, either of which may cause P to be too small. 
If Acovar,0 is much smaller than HPHT + R, R and/or Q may be too large.

6. If the off-diagonal elements of Acorrel,0 are much bigger than those of 
D HPH R Dσ σ

− −+( )1 1T , then there may be unmodeled correlations between 
sensor outputs. These correlations could be caused by mechanical vibra-
tion or power supply noise, for example.

10.10 SUMMARY

Although there is a vast literature on Kalman filtering theory and implementa-
tion methods, the material presented in this chapter should cover most of the 
important issues for applying Kalman filtering to GNSS navigation and GNSS/
INS integration. References for additional coverage have been cited, where 
appropriate. Although there are new methods for implementing Kalman filter-
ing to highly nonlinear applications, the GNSS and INS navigation problems 
are generally near enough to being linear that such methods are not required.

Illustrative applications have been demonstrated, and the necessary  
algorithms have been presented and implemented in MATLAB® for you to 
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experience on your own. These include demonstrations of GNSS navigation, 
alternative models for host vehicle dynamics, methods for assessing how per-
formance depends on the choice of vehicle models, and results to demonstrate 
the importance of model fidelity.

In order to apply Kalman filtering effectively, it is important to understand 
how the Kalman filter works—and to recognize when it is not working prop-
erly. For that reason, we have included methods for monitoring and analyzing 
Kalman filter performance during operation. Common engineering practice 
should require all Kalman filter applications to be thoroughly understood and 
verified before they can be released.

PROBLEMS

10.1 Given the scalar plant and observation equations

x x z x v Nk k k k k v= = +−1 0 2, ( , )∼ σ

and white noise

E Ex x0 0
2

01= =, ,P

find the estimate of xk and the steady-state covariance.

10.2 Given the vector plant and scalar observation equations,

x x wk k k= 





+− −
1 1

0 1
1 1 (normal and white),

z x vk k k= +[ ] ( ),1 0 , normal and white

Ew Qk k= = 





0
0 0

0 1
, .

Ev Rk k
k= = + −0 1 1, ( ) ,

find the covariances and Kalman gains for k = = 





10
10 0

0 10
0, P

10.3 Given

x x gk k= 





+














−( )−
1 1

0 1

1

1
2

1 ,
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z x vk k k= +[ ] ,1 0 ∼ normal and white

where g is gravity, find ˆ ( )xk k, P +  for k = 6:

ˆ , ,x0 0

90

1

10 0

0 2
= 





= 





P

Ev Evk k= =0 22, .

10.4 Given

x x wk k k= − +− −2 1 1,

z x vk k k= + ∼ normal and white,

Ev Evk k= =0 12, ,

Ew E w w ek k j
k j= = − −0, ( ) ,

find the covariances and Kalman gains for k = 3, P0 = 10.

10.5 Given E w w ek j
k j[( )( )]− − = − −1 1  find the discrete equation model.

10.6 Given E w t w t e t t[ ( ) ][ ( ) ]1 21 1 1 2− − = − −  find the differential equation model.

10.7 Based on the 24-satellite GNSS constellation, five satellite trajectories 
are selected, and their parameters tabulated accordingly:

α = 55°

Satellite Id Ω0 (deg) Θ0 (deg)

6 272.847 268.126
7 332.847 80.956
8 32.847 111.876
9 92.847 135.226
10 152.847 197.046

(a) Choose correctly phased satellites of four.

(b) Calculate doPs to show their selection by plots.

(c) Use Kalman filter equations for Pk(−), Kk and Pk(+) to show the 
errors. draw the plots. This should be done with good geometric 
dilution of precision (GdoP).

Choose user positions at (0, 0, 0) for simplicity.

Hint: Use GPS_perf.m from the accompanying website, Chapter 7. See 
also Appendix A, Software for Chapter 7.
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Errors, like straws, upon the surface flow;
He who would search for pearls, must dive below.

—John Dryden, “All for Love,” 1678

11.1 CHAPTER FOCUS

The purpose of this chapter is to show where mathematical models character-
izing the dynamics of inertial navigation system (INS) navigation errors come 
from and how these models can be used for characterizing INS performance. 
In the next chapter, these same models will be augmented with global naviga-
tion satellite system (GNSS) error models for implementing GNSS/INS 
integration.

Many of these models were developed in the 1960s for analyzing how iner-
tial sensor errors influence navigation performance and for integrating inertial 
systems with auxiliary sensors to improve overall performance. The general 
subject has been called “systems analysis,” and it has become a powerful tool 
for the development of very complex sensing and estimation systems, including 
GNSS.

Systems analysis of this sort allows designers to predict the performance  
of large, complex systems using various sensors with various individual 
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performance statistics. It played a major role in the design and implementation 
of the navigation system for the Apollo missions to the moon and back at the 
end of the 1960s. one of the textbooks on inertial navigation systems analysis 
from that era was recently republished [1].1 An early pioneer in this effort was 
Stanley F. Schmidt [4], who had also pioneered in the practical development 
and application of Kalman filtering.

The focus here is on the same sorts of models and methods used in Chapter 
10 for assessing the expected GNSS receiver performance on representative 
mission trajectories, but specialized for INS errors. These linear stochastic 
system models represent uncertainty propagation for inertial navigation 
systems, with and without using auxiliary sensors.

how this type of modeling should be done depends on (1) the error char-
acteristics of the intended sensors and (2) the dynamic conditions and naviga-
tion accuracy requirements for the intended INS missions. The models 
developed here are intended to demonstrate how modeling is done, but the 
result is not a one-size-fits-all model for all GNSS/INS integration. It is 
intended to demonstrate a technical approach to GNSS/INS integration.

Order of presentation:
1. Define variables representing errors in the navigation solution. For iner-

tial navigation, these must represent errors in location, velocity, and 
orientation.

2. Show how these errors become dynamically coupled through the calcula-
tions of the navigation solution in the terrestrial environment.

3. Show how this coupling can be modeled as a linear time-varying dynamic 
system representing the propagation of navigation errors over time and 
how this model depends on the INS trajectory.

4. using that model, show why inertial navigation errors are unstable in 
the vertical direction and how this can be mitigated by using an altimeter 
as an auxiliary sensor for applications that require vertical navigation. 
however, vertical navigation can be eliminated for surface ships, which 
reduces the number of essential navigation error variables from 9 to 7.

5. Show how Schuler oscillations and the Coriolis effect shape navigation 
error trajectories.

6. Show how the effects of sensor noise can be modeled as a time-varying 
linear stochastic system representing stand-alone performance of the 
INS, and show how this model relates noise levels to INS performance.

7. Show how sensor compensation errors also contribute to navigation 
errors, how the basic navigation error model can be augmented to include 
these effects, and how the resulting model characterizes the effects of 
drifting sensor compensation parameters.

1There is another classic treatise on the subject by Widnall and Grundy [8], but it is long out of 
print.
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11.2 ERRORS IN THE NAVIGATION SOLUTION

The “navigation solution” for inertial navigation is what it takes to propagate 
the initial navigation solution forward in time, starting with the initial condi-
tions of location, velocity, and orientation. These initial conditions are  
never known to infinite precision, however, and the forward propagation of 
the solution is implemented in finite precision. As a result, there will always 
be small errors in the navigation solution. It turns out that these errors also 
have distinctive ways of corrupting the calculations in the solution implemen-
tation, so that these errors have their own dynamic evolution model.

This section is about that model.

11.2.1 The Nine Core INS Error Variables

For inertial navigation, navigation errors include errors in location, velocity, 
and orientation. As described in Section 3.7.2 of Chapter 3, these are the same 
variables required for initializing the navigation solution, and they are used to 
carry the navigation solution forward in time. There are three components of 
each, so the minimum dimension of the navigation error state vector will be 
nine. These nine “core” inertial navigation error variables will also define how 
navigation errors propagate over time.

11.2.2 Coordinates Used for INS Error Analysis

INS analysis can be complicated in any coordinate system. It was originally 
developed using locally level coordinates because early systems were gimbaled 
with locally level inertial measurement unit (IMu) axes for navigation. This 
approach was natural in some ways because INS performance requirements 
were specified in locally level coordinates. It is also natural because locally 
level coordinates represent the direction of gravity, which is very important 
for inertial navigation in the terrestrial environment. Locally level coordinates 
are used here for the same reasons. These could be either north–east–down 
(NED) or east–north–up (ENu). ENu coordinates are used here, although 
NED coordinates have been used elsewhere. Derivations in NED coordinates 
would follow similar lines. Derivations with respect to latitude and longitude 
are not that dissimilar.

11.2.3 Model Variables and Parameters

Table 11.1 is a list of symbols and definitions of the parameters and variables 
used in the modeling and derivations of navigation error dynamics. These 
include nine navigation error variables in ENu coordinates, and other vari-
ables and parameters used in the INS implementation. The “hatted” variables 
(e.g., φ̂) represent values used in the INS implementation.
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TABLE 11.1. List of Symbols and Approximations

Earth Model Parametersa

R⊕ =
def Mean radius ≈0.6371009 × 107 (m)

a⊕ =
def Equatorial radius ≈0.6378137 × 107 (m)

f⊕ =
def Flattening ≈1/298.25722356

≈0.00335281066475
GM⊕ =

def Gravity constant ≈0.3986004 × 1015 (m3/s2)

Ω⊕ =
def rotation rate ≈0.7292115 × 10−4 (rad/s)

INS Navigation Solution

φ̂ = ϕ + εN / R⊕ Latitude (rad)

θ̂ = θ + ε φE / R⊕( )cos Longitude (rad)
Ê = E + εE Easting with respect to INS (m)
N̂ = N + εN Northing with respect to INS (m)
ĥ = h + εu Altitude (m)
v̂E = vE + �εE East INS velocity (m/s)
v̂N = vN + �εN North INS velocity (m/s)
v̂U = vu + �εu vertical INS velocity (m/s)
CENU

INS ≈ I + ρ⊗ Coordinate transformation matrix, INS to ENu
ρE =

def INS misalignment about east axis (rad)

ρN =
def INS misalignment about north axis (rad)

ρu =
def INS misalignment about vertical axis (rad)

Miscellaneous variables and Symbols

ψ = horizontal velocity direction, measured counterclockwise from east 
(rad)

ω⊕ =
def Earthrate vector (rad/s)

x = vector from the center of the earth to the INS
⊗ =

def vector cross product; as a suffix, it transforms a vector into its 
equivalent skew-symmetric matrix

a⊕ is the astronomical symbol for Earth.

All error variables are represented in ENu coordinates centered at the 
actual INS location.

The state variable representations of the nine core INS errors are listed in 
Table 11.2.

11.2.3.1  INS  Orientation  Variables  and  Errors  INS orientation with 
respect to gravity and the earth rotation axis is typically represented in terms 
of the coordinate transformation between the INS sensor axes and locally level 
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ENu coordinates. It will simplify the derivation somewhat if we assume that 
the INS sensor axes are nominally parallel to the ENu axes, except for small 
orientation errors. By “small,” we mean that they can be represented by rota-
tions in the order of a milliradian or less. At those levels, error dynamics can 
be modeled in terms of first-order variations, and second-order effects can be 
ignored.

Misalignments and Tilts Misalignment variables are used to represent INS 
orientation errors. These are different enough from the other state variables 
that some clarification about what they mean and how they are used may be 
useful.

Misalignments represent the rotational difference between these locally 
level reference directions and what the navigation solution has estimated for 
them.

Error in INS-calculated directions can be divided into categories:

1. INS misalignments with respect to locally level coordinates at the actual 
location of the INS. These cause errors in the calculation of
(a) Gravity, which is needed for navigation in an accelerating coordinate 

frame. orientation errors involved in the miscalculation errors are 
sometimes called “tilt errors” because they are equivalent to rotating 
the gravity vector about horizontal axes.

TABLE 11.2. State Variables for the Nine Core INS Errors

State vector

ξ =
def

ε
ε
ρ
�

















INS navigation error

Subvectors

ε =
def

ε
ε
ε

E

N

U

















INS location error

�e =
def
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INS velocity error

ρ =
def

ρ
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INS orientation error
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(b) The direction of the rotation axis of the earth, which is needed for 
navigation in a rotating coordinate frame.

2. Errors in the INS estimate of its location. Errors in the estimated lati-
tude, in particular, cause errors in the expected elevation of the earth’s 
rotation axis above or below the horizon. These are not true misalign-
ments, but their effects must be taken into account when determining 
the dynamic cross coupling between different error types. Errors in lon-
gitude do not have much influence on dynamic coupling of navigation 
errors, although they do influence pointing accuracies with respect to 
objects in space.

Effect of INS Misalignments INS misalignments are represented in terms of 
a coordinate transformation between what the INS believes to be locally level 
ENu coordinates, and the actual locally level ENu coordinates. If the mis-
alignments are “small” (in the order of milliradian or less) the coordinate 
transformation CENU

INS  from INS coordinates to ENu coordinates can be 
approximated as

 C IENU
INS r r( ) ≈ + ⊗  (11.1)

 =
−

−
−

















1

1

1

ρ ρ
ρ ρ
ρ ρ

U N

E

N E

U .  (11.2)

This approximation is the first-order term in the series expansion of the matrix 
exponential of the skew-symmetric matrix ρ⊗, which is the exact form of 
a coordinate transformation equivalent to a rotation. This small-angle ap -
proximation is used where necessary to transform INS variables to ENu 
coordinates.

Figure 11.1 shows a misalignment vector ρ representing a small-angle2 
rotation of the reference navigation coordinates used by the INS. True  
ENu coordinate axes at the location of the INS are labeled E, N, and U. 
however, the orientation error of the INS is such that its estimated coordi-
nate directions are actually those labeled Ê , N̂ , and Û  in the figure. This effec-
tive coordinate change is equivalent to rotation about the vector ρ by a small 
angle |ρ|.

Misalignments contribute to navigation errors in a number of ways. Figure 
11.1 illustrates how misalignments cause miscalculation of the value of earth 
rotation used in the INS for maintaining its reference axes locally level,  
and how northing errors compound the error. The actual rotation rate  
vector in true ENu coordinates is labeled ω⊕ in the figure. however, due to 

2For illustrative purposes only, the actual rotation angle in the figure has been made relatively 
large.
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misalignment error, the INS representation of this direction has been rotated 
twice: once by misalignments and again by miscalculation of latitude due to 
northing error εN divided by R⊕ , the mean radius of the earth. As a conse-
quence, in true ENu coordinates, the actual earth rotation rate vector (labeled 
ω⊕ in the figure) is moved to the direction labeled ŵ⊕ in the figure by INS 
navigation errors.

The resulting estimated value ŵ⊕ is used in the INS for maintaining 
its reference navigation coordinate aligned with what it believes to be true 
ENu coordinates and for compensating for the Coriolis effect. The Coriolis 
implementation will have further compounding effects due to errors in  
estimated velocity. The result is a fairly complex structure of how navigation 
errors cause even more errors through how inertial navigation is implemented. 
This complexity is reduced somewhat by using only first-order error 
modeling.

In the first-order analysis model, what the small-angle approximation does 
to any vector ν is approximated by

n̂ r n≈ + ⊗[ ]I  (11.3)

= + ⊗n r n  (11.4)

= − ⊗n n r  (11.5)

= +
−

−
−

















n r
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0
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2 1

ν ν
ν ν

ν ν
 (11.6)

These formulas are used repeatedly to represent how misalignments corrupt 
the estimated variables used in the INS implementation and how this affects 
navigation errors.

Fig. 11.1 Misalignment of INS navigation coordinates.
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Small-Angle Rotation Rate Approximation The differential equation

 
d
dt

C C= ⊗[ ]w  (11.7)

models the time rate of change in a coordinate transformation matrix C due 
to a rotation rate vector ω. The formula is generally not recommended for 
implementing strapdown rotation rate integration, but it is adequate for deriv-
ing a first-order model for INS orientation error propagation. Also,

if thenC I C≈ + ⊗ ≈ 





⊗r r, .
d
dt

d
dt

Effects of Location Errors Figure 11.2 is an illustration of the effective small-
angle rotations associated with horizontal location errors. The north compo-
nent of location error, εN, is equivalent to a small-angle rotation of

 ∆Lat
N=
⊕

ε
R

 (11.8)

about the negative east axis. Consequently, the equivalent small-angle rotation 
vector would be

 �r ε

ε

N

N

( ) ≈

−





















⊕R

0

0

.  (11.9)

Fig. 11.2 Effects of INS location errors.
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The primary effect of north location error is in the miscalculation of latitude, 
which has a direct effect on the calculation of earthrate. Fortunately, gyrocom-
pass alignment of an INS ordinarily estimates latitude.

The east component of location error, εE, is equivalent to a rotation of

 ∆Lon
E=

⊕

ε
φR cos

 (11.10)

about the earth’s rotation axis (the polar axis), which has no effect on the 
estimated direction of the earth’s rotation axis in locally level ENu coordi-
nates. This change in orientation is equivalent to the small-angle rotation 
vector

 �r ε ε

φε
φ

E
E

E
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R

R
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cos

 (11.11)

where ϕ is the latitude of the INS location. Initial gyrocompass alignment of 
an INS makes no determination of longitude. It must be initialized by other 
means.3

The net coordinate rotation effect from location errors can then be repre-
sented as

 �r ε

ε

ε

φε
φ

( ) ≈

−
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E

E

R

R

R
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cos

,  (11.12)

although the last two components have little influence on the propagation of 
navigation errors.

3Erroneous initialization of INS longitude is one explanation offered for events leading to the 
1983 destruction of Korean Airlines Flight 007 by Soviet military aircraft after it had passed 
through Soviet airspace, because an initial error in longitude would have changed its planned 
route to its destination.
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Fig. 11.3 INS navigation solution flowchart.

11.2.4 Dynamic Coupling Mechanisms

11.2.4.1  Dynamic Coupling  Dynamic coupling of variables is the coupling 
of one variable into the derivative of another. This happens in inertial naviga-
tion because things that cannot be sensed have to be calculated using the 
estimated values of the navigation solution. This includes gravity, for example, 
which cannot be sensed by the accelerometers. It must then be estimated using 
the estimated values of INS location and orientation, and added to the sensed 
accelerations to calculate INS acceleration relative to the earth. It is through 
errors in calculating gravity that the other navigation errors become dynami-
cally coupled to velocity errors.

For inertial navigation in locally level coordinates, there are other variables 
that cannot be sensed directly and must be calculated in the same manner. 
Figure 11.3 illustrates how the INS calculates and uses such variables. In this 
flowchart of the INS navigation implementation, the numbered boxes repre-
sent six such calculations which use the estimated values of the navigation 
solution (enclosed in the dashed box) to estimate variables that cannot be 
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sensed directly but must be estimated from the navigation solution. These 
processes include

1. Integration of Velocities. INS location is part of the navigation solution, 
although it cannot be measured directly. It must be inferred from the 
integrals of the velocities. however, any errors in estimated velocities are 
also integrated, adding to location errors. This will dynamically couple 
velocity errors into location errors.

2. Estimating Gravity. Gravity cannot be sensed and it is far too big to be 
ignored. It must be calculated using the navigation solution and inte-
grated along with the sensed accelerations to calculated velocity relative 
to the earth. Miscalculations due to navigation errors will dynamically 
couple them into velocity errors.

3. Coriolis Acceleration. Coriolis accelerations in rotating coordinates 
cannot be sensed either. They must be estimated from the navigation 
solution from the cross product of the velocity vector and the coordinate 
rotation rate vector. Miscalculation of the Coriolis effect dynamically 
couples navigation errors into velocity errors.

4. Centrifugal Acceleration. This is another type of acceleration in rotating 
coordinates that cannot be sensed, so it must be estimated from the 
navigation solution using the estimated values of the earth rotation rate 
vector and the INS velocity vector in INS coordinates. Miscalculation of 
centrifugal acceleration due to navigation errors will dynamically couple 
navigation errors into velocity errors.

5. Earthrate Compensation in Leveling. Leveling is the process of main-
taining a locally level reference frame for terrestrial navigation. Due to 
the rotation of the earth, the INS senses rotation rates even when it is 
stationary with respect to Earth’s surface. For navigating in earth-fixed 
coordinates, the INS must estimate the contribution due to the earth 
rotation rate based on its navigation solution for latitude and orientation, 
and subtract it to maintain its locally level orientation. Errors in the 
navigation solution will corrupt this calculation, which will then dynami-
cally couple location and orientation errors into orientation errors.

6. Velocity Leveling. Leveling is also required for maintaining locally level 
reference directions while the INS moves over the curved surface of the 
earth. The necessary coordinate rotation rates are calculated using the 
estimated values of velocity with respect to the earth and estimated ori-
entation. Miscalculation of this correction due to navigation errors will 
dynamically couple velocity and orientation errors into orientation errors.

In the above listing, note that

1. only the first of these (velocity integration) dynamically couples other 
navigation errors into location errors.
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2. The next three (gravity, Coriolis, and centrifugal accelerations) dynami-
cally couple navigation errors to velocity errors.

3. The last two (earthrate compensation and leveling) dynamically couple 
navigation errors to orientation errors.

This partitioning will determine the data structure of the dynamic coefficient 
matrix in the model for propagating navigation errors. The resulting time-
varying linear dynamic model for navigation errors will have the partitioned 
form

 
d
dt
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,  (11.13)

where

F11 represents the dynamic coupling of location errors into location errors,
F12 represents the dynamic coupling of velocity errors into location errors,
F13 represents the dynamic coupling of orientation errors into location 

errors,
F21 represents the dynamic coupling of location errors into velocity errors,
F22 represents the dynamic coupling of velocity errors into velocity errors,
F23 represents the dynamic coupling of orientation errors into velocity 

errors,
F31 represents the dynamic coupling of location errors into orientation 

errors,
F32 represents the dynamic coupling of velocity errors into orientation 

errors,
F33 represents the dynamic coupling of orientation errors into orientation 

errors,

In the next section, mathematical models for each of the six naviga tion 
calculations labeled in Fig. 11.3 are used for deriving a model for the dynamics 
of the core navigation error variables, and the results are organized into for-
mulas for the respective submatrices Fij[k], where [k] denotes which of the 
six naviga tion calculations is responsible for the dynamic coupling contribu-
tion. The complete dynamic coefficient matrix will be the sum of the contribu-
tions from all six.

Evaluating the six 3 × 9 Jacobians requires taking 6 × 3 × 9 = 162 partial 
derivatives, which were all evaluated in a symbolic mathematics programming 
environment. Symbolic math programs generally improve efficiency and accu-
racy, and are recommended for this kind of work.
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11.3 NAVIGATION ERROR DYNAMICS

For each of the six suspect calculations, the first-order contributions of the kth 
contributor to the 9 × 9 matrix of Eq. 11.13 are calculated as the Jacobian 
matrix of the respective function f[k] it performs with respect to the navigation 
error variables, evaluated at ξ = 0. The resulting matrices are used for model-
ing first-order sensitivities of INS implementation error dynamics to naviga-
tion errors:

 F
f

[ ]
[ ]

0

.k
k≈

∂
∂ =x x

 (11.14)

As mentioned in the paragraph above Eq. 11.13, each function f[k] will contrib-
ute to only one of the three-row block rows of Eq. 11.13. Table 11.3 is a break-
down of that partitioning.

The final dynamic coefficient matrix of the navigation error model will be 
composed of the sums from each of the six potentially contributing computa-
tional processes:

 F F11 11[1]=  (11.15)

 F F12 12[1]=  (11.16)

 F F13 13[1]=  (11.17)

 F F F F21 21[2] 21[3] 21[4]= + +  (11.18)

 F F F F22 22[2] 22[3] 22[4]= + +  (11.19)

 F F F F23 23[2] 23[3] 23[4]= + +  (11.20)

 F F F31 31[5] 31[6]= +  (11.21)

 F F F32 32[5] 32[6]= +  (11.22)

 F F F33 33[5] 33[6]= + .  (11.23)

This is the approach for deriving the first-order error propagation model for 
the nine core navigation error variables.

11.3.1 Error Dynamics due to Velocity Integration

This is the most straightforward part of the model. The navigation error sub-
vector �ε  is the error in the INS velocity estimate, and the only modeled error 
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corruption due to velocity integration will the accumulation of navigation 
location error ε through integration of velocity error �ε ; that is,

d
dt

ε ε= �   (11.24)

= [ ]F F F11[1] 12[1] 13[1] x  (11.25)

F11[1] 0 (3 3 )= × zero matrix  (11.26)

F I12[1] (3 3 )= × identity matrix  (11.27)

F13[1] = 0 (3 3 ),× zero matrix  (11.28)

where the “[1]” in the subscript refers to the first error coupling source listed 
in Table 11.3.

11.3.2 Error Dynamics due to Gravity Calculations

11.3.2.1  INS Gravity Modeling  The model used for calculating gravity has 
to be rather accurate to attain reasonable inertial navigation performance [2]. 
Geoid models generally limit INS performance to ∼10−1 nautical mile per hour 
CEP rate. The INS gravity model will usually include a term of the sort

ˆ

ˆ ˆ

gINS

GM

≈
−

( ) + 
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⊕

0

0

2
R hφ

ˆ ˆ sin ˆR a f⊕ ⊕ ⊕( ) ≈ −( )φ φ1 ,2

TABLE 11.3. Dynamic Coefficient Submatrix Sources

Corrupted INS 
Implementation Processes

Error Coupling Mechanisms

Location Error velocity Error Tilt Error

1. velocity integration F1,1[1] F1,2[1] F1,3[1]

2. Gravity acceleration F2,1[2] F2,2[2] F2,3[2]

3. Coriolis acceleration F2,1[3] F2,2[3] F2,3[3]

4. Centrifugal acceleration F3,1[4] F3,2[4] F3,3[4]

5. Earthrate compensation F3,1[5] F3,2[5] F3,3[5]

6. Leveling F3,1[6] F3,2[6] F3,3[6]
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where the variable R⊕(ϕ) is the reference ellipsoidal geoid surface radius, h is 
the INS height above that surface, a⊕ is the semimajor axis of the reference 
ellipsoid, f⊕ its flattening, and ϕ the geodetic latitude of the INS.

Geoid models are essentially limited to spherical harmonics of the refer-
ence equipotential surface height up to second order. More accurate gravity 
models include spherical harmonics of a much higher order.4 Such small-scale 
variations make little difference to navigation error dynamics, however.

11.3.2.2  Navigation Error Model for Gravity Calculations  The dominant 
term in the dynamic coefficient matrix is the one due to the vertical gradient 
of gravity. It is the one that makes inertial navigation unstable in the vertical 
direction.

The other major navigation error propagation effects of gravity miscalcula-
tion are caused by misalignments (ρ). To capture these effects, the gravity 
model can be stripped down to a simpler form:

 ĝINS

U

GM

≈
−

+[ ]
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0

0 ,

2R ε

 (11.29)

for which the equivalent value in ENu coordinates will be

 ˆ ˆg gENU ENU
INS

INS≈ C .  (11.30)

The navigation errors in this approximation will cause acceleration errors, 
which are the time derivatives of �ε :

d
dt
�
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 (11.31)

= [ ]F F F21[2] 22[2] 23[2] x  (11.32)
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 (11.33)

4up to order 60 in some models.



NAvIGATIoN Error DyNAMICS 445

 F22[2]

0 0 0

0 0 0

0 0 0

=
















 (11.34)

 F23[2]

2

2

0 0

0 0

0 0 0

,=

−























⊕

⊕

⊕

⊕

GM

GM

R

R
 (11.35)

where the “[2]” in the subscript refers to the second error coupling source 
listed in Table 11.3.

The lone nonzero element in F21[2] is the cause of vertical error instability, 
which will be addressed in Section 11.3.9.

11.3.3 Error Dynamics due to Coriolis Acceleration

The calculation for Coriolis correction (derived in Section B.5.3 of Appendix 
B) is

 
d
dt

v vCoriolis = − ⊗⊕2 .w  (11.36)

however, navigation errors will corrupt its implementation as

d
dt

ˆ ˆv vCoriolis = − ⊗ +( )⊕2w e�  (11.37)
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 (11.38)

cos cos sin Nφ̂ φ φ ε≈ −
⊕R

 (11.39)

sin sin cos Nˆ ,φ φ φ ε≈ +
⊕R

 (11.40)
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the contribution of which to navigation error dynamics will be

d
dt
�e ≈

∂
∂ =

v̂Coriolis

x
x

x 0

  (11.41)

= [ ]F F F21[3] 22[3] 23[3] x   (11.42)
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F22[3]

0 2 2

2 0 0

2 0 0

=
−

−
















⊕ ⊕

⊕

⊕

Ω Ω
Ω

Ω

sin cos

sin

cos

φ φ
φ
φ

 (11.44)
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where the “[3]” in the subscript refers to the third error coupling source listed 
in Table 11.3.

11.3.4 Error Dynamics due to Centrifugal Acceleration

Centrifugal acceleration is built into the terrestrial gravity model at the surface 
of the reference geoid. It is the primary reason for its equatorial bulge.5 As a 
consequence, the vector sum of gravitational and centrifugal acceleration at 
sea level is orthogonal to the surface.

The problem is that the respective gradients of centrifugal and gravitational 
accelerations at the surface are quite different. Gravity decreases as the inverse 
square of radius, but centrifugal acceleration increases linearly with radius. We 
have examined how the gravity gradient influences the dynamics of inertial 
navigation errors, and we need to do the same for centrifugal acceleration. For 
that purpose, the formula for centrifugal acceleration is derived in the final 
section of Appendix B. It has the form

5A second-order contributor is the earth’s mass density redistribution due to centrifugal forces.
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 ˆ ˆ ˆ ˆa xCentrifugal = − ⊗[ ] ⊗[ ]⊕ ⊕w w  (11.46)

 x̂ x= + e,  (11.47)

where x is the vector from Earth’s center to the INS, and ŵ⊕ defined by Eq. 
11.38. The relevant Jacobian
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∂
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11.3.5 Error Dynamics due to Earthrate Leveling

Maintaining locally level reference directions on a rotating earth requires that 
the estimated earth rotation rate be subtracted from the measured rotation 
rates. The formula for the error in the estimated earth rotation rate vector has 
already been used in the error analysis of the Coriolis correction, in Eq. 11.38. 
The Jacobian of the calculated negative earth rotation rate with respect to 
navigation errors is then
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ŵ
x x 0

31[5] 32[5] 33[5]F F F  (11.52)

 F31[5]

0 0 0

0 0

0 0

=

−

























⊕

⊕

⊕

⊕

Ω

Ω

sin

cos

φ

φ
R

R

 (11.53)



448 INErTIAL NAvIGATIoN Error ANALySIS

F32[5]
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where the “[5]” in the subscript refers to the fourth error coupling source listed 
in Table 11.3.

11.3.6 Error Dynamics due to Velocity Leveling

Locally level reference directions need to rotate at some vector rate ωv as the 
INS moves with velocity v relative to the curved surface of the earth, as illus-
trated in Fig. 11.4. The model for this in the navigation implementation can be 
rather sophisticated because rotation rate depends on the radius of curvature 
of the reference geoid, and this can be different in different directions and at 
different locations on the earth. however, this level of rigor is not necessary 
for modeling the dynamics of navigation errors. A spherical earth model will 
suffice.

In that case, the operative formula for the locally level coordinate rotation 
rate as a function of location, velocity, and orientation will be

 ˆ ˆ ˆwv
R

=
+

⊗
⊕

1
εU

Uu v  (11.56)

Fig. 11.4 velocity leveling for terrestrial navigation.
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where the “[6]” in the subscript refers to the fifth error coupling source listed 
in Table 11.3.

11.3.7 Error Dynamics due to Acceleration and Misalignments

INS acceleration in INS coordinates is

a C aINS INS
ENU

ENU=  (11.62)

= − ⊗{ }I ar ENU  (11.63)

= − ⊗a aENU ENUr  (11.64)

= + ⊗a aENU ENU r  (11.65)
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where aENu is INS acceleration in ENu coordinates. The vector aENu in this 
case is not sensed acceleration but the physical acceleration of the INS in ENu 
coordinates.

The last term of the last equation above represents an acceleration error, 
which will be integrated by the INS and added to velocity error; that is, the 
first-order contribution of this term to navigation error dynamics is a term 
coupling misalignments into the derivative of the velocity error:
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 (11.67)

There is a corresponding term for rotation rates coupling misalignments in 
into the derivative of misalignments. For gimbaled systems, those rotation 
rates in INS coordinates are those commanded by the INS to remain locally 
level, and these terms have already been factored into the model as leveling 
errors.

11.3.8 Composite Model from All Effects

Summing up the contributions from all six INS procedures according to Eqs. 
11.15–11.61, the full dynamic coefficient matrix for the core variables will have 
the submatrices
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 F F13 13[1]
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 (11.70)

 F F F F21 21[2] 21[3] 21[4]= + +  (11.71)
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F F F F22 22[2] 22[3] 22[4]= + +  (11.73)

=

0 2 2

2 0 0

2 0 0

Ω Ω
Ω

Ω

⊕ ⊕

⊕

⊕

−
−

















sin cos

sin

cos

φ φ
φ
φ

 (11.74)

F F F F F23 23[2] 23[3] 23[3] 23[7]= + + +  (11.75)
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 F F F31 31[5] 31[6]= +  (11.77)
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 F F F32 32[5] 32[6]= +  (11.79)
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 F F F33 33[5] 33[6]= +  (11.81)
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and the corresponding equation numbers for the component submatrices 
Fi,j[k] are listed in Table 11.4.

The full 9 × 9 dynamic coefficient matrix for navigation errors, in 3 × 3 
block form, is then

 F

F F F

F F F

F F F
core =

















11 12 13

21 22 23

31 32 33

,  (11.83)

where the corresponding values of the 3 × 3 submatices are defined above.
These equations are implemented to form Fcore in the MATLAB® m-file 

Fcore9.m on the accompanying website.

11.3.9 Vertical Navigation Instability

The term “vertical channel” is sometimes used for the vertical components of 
location and velocity in inertial navigation. The vertical channel is the “dark 

TABLE 11.4. Equation References for Dynamic Coefficient Submatrices

Corrupted INS 
Implementation Processes

Error Coupling Mechanisms

Location Error velocity Error Tilt Error

1. velocity integration F1,1[2] F1,2[1] F1,3[1]

 (equations) (Eq. 11.26) (Eq. 11.27) (Eq. 11.28)
2. Gravity F2,1[2] F2,2[2] F2,3[2]

 (equations) (Eq. 11.33) (Eq. 11.34) (Eq. 11.35)
3. Coriolis F2,1[3] F2,2[3] F2,3[3]

 (equations) (Eq. 11.43) (Eq. 11.44) (Eq. 11.44)
4. Centrifugal F2,1[4] F2,2[4] F2,4[3]

 (equations) (Eq. 11.49) (Eq. 11.50) (Eq. 11.50)
5. Earthrate compensation F3,1[5] F3,2[5] F3,3[5]

 (equations) (Eq. 11.53) (Eq. 11.54) (Eq. 11.55)
6. Leveling F3,1[6] F3,2[6] F3,3[6]

 (equations) (Eq. 11.59) (Eq. 11.60) (Eq. 11.61)
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side” of inertial navigation, because stand-alone inertial navigation errors in 
the vertical channel are naturally unstable.

The lower-right matrix element in Eq. 11.33 is the source of vertical naviga-
tion instability. Its value is positive, meaning that upward acceleration error 
increases with upward location (altitude) error:

 
d
dt R
�ε εU U

GM= ⊕

⊕
2 ,

3
 (11.84)

or the equivalent state space form for navigation errors in the vertical channel,
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 ≈ 570 ,s  (11.87)

 ≈ 9.5 .min  (11.88)

The general solution to this linear time-invariant system, as a function of time 
t > t0 and initial conditions at t = t0, is
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 (11.89)

This solution diverges exponentially with time, as shown in Fig. 11.5. This is a 
plot of the elements of the state transition matrix Φ over a period of 10 h, 
during which the solution grows by a factor approaching Avogadro’s number 
(≈6.0221415 × 1023).

Inertial navigation for ballistic missiles must include vertical navigation 
because that is the direction of most of the action. however, an INS for bal-
listic missiles typically has extremely small initial navigation errors; it spends 
long periods of time in self-calibration before it is launched; and its total period 
of navigation is in the order of several minutes. Fortunately, all these factors 
reduce the impact of vertical navigation instability on performance to levels 
that can be tolerated.

vertical navigation instability is not a problem for ships at sea either because 
they have no need to navigate in the vertical direction.
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It could have been a problem for aircraft navigation, except that aircraft 
already had reasonably reliable vertical information from altimeters. They 
would be able to navigate more like a ship but use their altimeters for vertical 
navigation. They could also use altimeters for “aiding” a full three-dimensional 
INS, in much the same way it is done in GNSS/INS integration. The latter 
approach led to augmentation of the navigation error model to include error 
characteristics of the altimeter, and eventually to methods for recalibrating 
critical sensors for even better performance.

11.3.9.1  Altimeter  Aiding  It is done using barometric altimeters, which 
have biases with long-term drift due to ambient barometric pressure variations 
in the dynamic atmosphere. These variations have different statistics at differ-
ent altitudes and different parts of the world, but they generally have correla-
tion times in the order of a day for most of the continental united States [3]. 
The rMS variations are in the order of a few millibars, roughly equivalent to 
102 m in altitude. The resulting altimeter bias is usually modeled as an expo-
nentially correlated random process with a correlation time constant of ∼1 day 
and an rMS value of ∼102 m. In that case, the dynamic coefficient matrix for 
the augmented system will have the block form

 F
F

10
9 0

0 1 /
,=

−




τalt

 (11.90)

where τalt is the correlation time for altimeter bias errors.
A modeled demonstration of altimeter damping of an INS, using this  

model, is implemented in the MATLAB® m-file Fcore10Test1.m on the 

Fig. 11.5 Growth of vertical channel errors over 10 hours.
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accompanying website. This script solves the riccati equation for this system 
with specified initial uncertainties and plots the resulting rMS uncertainties 
in all 10 state vari ables. It also plots the resulting CEP as a function of time 
and performs a least-squares fit to estimate CEP rate. The output for the latter 
is shown in Fig. 11.6. The estimated CEP rate is ∼0.07 nmi/h. This may seem 
small, but it is for a system in which the only process noise is from the altimeter 
model, and the only source of sensor noise is on the altimeter output. The 
results do appear to indicate that the presence of even small altitude errors 
does corrupt system dynamics, even without error sources other than those 
due to the altimeter.

Example 11.1 Three-State Model for Altimeter Aiding. Exponentially cor-
related processes have dynamic models of the sort

 �ε ε
τalt

alt

alt
alt= − + w t( ),  (11.91)

where τalt is the exponential correlation time of the altimeter errors, walt(t) is 
a zero-mean white-noise process with variance

 qalt
alt

alt

= 2
,

2σ
τ

 (11.92)

and σalt
2  is the mean-squared altimeter error.

Fig. 11.6 CEP plot from m-file F10CEPrate.m.
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If this altimeter were used as an auxiliary sensor for measuring altitude, then 
the three-state (altitude, altitude rate, and altimeter bias) dynamic model for 
just the vertical channel with altimeter aiding would be
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where Falt is the 3 × 3 dynamic coefficient matrix for this system.
The altimeter output is the sum of real altitude and the slowly varying 

altimeter bias, so the associated measurement sensitivity matrix for the altim-
eter output has the form

 Halt = [ ]1 0 1 .  (11.94)

Whether the covariance matrix P∞ of mean-squared vertical channel uncer-
tainties settles to a finite value with this setup is determined by whether or 
not the steady-state matrix riccati equation for this system

 0
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0 0

= + − +
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 (11.95)

has a solution. In this representation, Ralt is the mean-squared altimeter noise, 
qu is the covariance of vertical accelerometer noise, and P∞ is the steady-state 
covariance of state estimation uncertainty (if it exists). This riccati equation 
is equivalent to six independent quadratic equations constraining the six inde-
pendent elements of P∞. The solution can be determined numerically, however, 
and it is finite.

Example 11.2 10-State INS Error Model for Altimeter Aiding. The simula-
tion result shown in Fig. 11.6 was generated using a 10-state model with the 
altimeter bias as the 10th state variable. The measurement sensitivity matrix 
for the altimeter will be the 1 × 10 matrix,

 Halt = [ ]0 0 1 0 0 0 0 0 0 1 ,  (11.96)

modeling the fact that the altimeter measures the vertical position error, as 
well as its own bias, and some values for the altimeter bias time-constant and 
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mean-squared altimeter error due to ambient atmospheric pressure variations. 
In this example,

σalt m, the effect of ambient pressure variation,= 100  (11.97)

τalt day correlation time for ambient atmospheric pressure varia= 1 ttion,
  (11.98)

with sampling every 10 s. The atmospheric pressure standard deviations and 
correlation time are from ref. 3. The values chosen are in the midrange of 
Klein’s hemisphere-wide values but are reasonable for the united States.

The MATLAB® m-file DampingTest10part1.m on the accompanying 
website runs a covariance analysis of a stationary INS with altimeter damping. 
The m-file prints the histories of all ten rMS state variable uncertainties, 
including the one shown in Fig. 11.6. This shows the damping reduction of initial 
rMS altitude uncertainty by a factor or around four, whereas the undamped 
rMS value would have increased by several orders of magnitude.

This test is only the beginning of the verification process for the Fcore9 
model, which requires some means of holding vertical channel errors in check 
while the rest of the INS error model is verified. This simple case includes no 
inertial sensor noise.

11.3.10 Schuler Oscillations

In 1906, the German gyrocompass inventor hermann Anschütz-Kaempfe 
invited his cousin, Maximilian Schuler (1882–1972), to look into why Anschütz-
Kaempfe’s gyrocompasses were not providing reliable bearing information on 
ships encountering high sea states. In analyzing the physics of the problem, 
Schuler determined that the problem had to do with torques induced by lateral 
accelerations, and the best solution would be to design a pendulous suspension 
for the gyrocompass with a period of about 84 min, that being the period of 
an ideal pendulum (i.e., with massless support arm) with support arm length 
equal to the radius of the earth, R⊕ [6]. The dynamic equation for small dis-
placements δ of a pendulum with that support arm length in the near-earth 
gravitational field is

d
dt

g
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δ δ
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called the Schuler period. It was rediscovered with the advent of inertial 
navigation, a consequence of gravity modeling on the earth with radius R⊕, 
just like the Schuler pendulum. As a consequence, due to the Coriolis effect, 
horizontal INS errors tend to behave like an ideal Schuler/Foucault 
pendulum.

Figure 11.7 shows a surface plot of the trajectory of INS position errors, 
generated using the MATLAB® INS toolbox from GPSoft, starting with an 
initial north velocity error. It clearly shows the Schuler oscillations, and the 
turning of the plane of oscillation due to Coriolis acceleration. This is the sort 

Fig. 11.7 Schuler–Coriolis demonstration using the MATLAB® INS toolbox from 
GPSoft.
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of model behavior that must be compared to the response of the actual INS 
to the same initial error conditions.

11.3.11 Core Model Validation and Tuning

All models need to be verified by comparing modeled behavior with the 
behavior of the system they were designed to represent. It is often the case 
that the INS and its model evolve together so that each validates the other as 
development progresses.

After the INS and its model are ready to be tested, the first step in INS/
model verification is usually to deliberately introduce navigation errors  
into the INS and its model and to compare the respective responses. As a 
minimum, this involves nine tests for the INS and its model: one for each error 
variable.

Model “tuning” is the modification of model parameters to better represent 
the behavior of the modeled system. These modifications are usually related 
to sensor error characteristics, which have not yet been addressed.

The model derived above has not been vetted in this manner, but it will be 
used to demonstrate the verification procedure. Any model should be trusted 
only after a verification procedure with the INS it is designed to represent.

11.3.11.1  Horizontal Inertial Navigation Model  Ships afloat do not need 
to navigate vertically. They still need three gyroscopes, but for gimbaled navi-
gation, they can eliminate the vertical accelerometer and the calculations that 
would otherwise doubly integrate its outputs.

For that type of INS, one can also eliminate altitude and altitude rate from 
the core nine-state model, eliminating two state variables. The result is the 
dynamic coefficient matrix implemented in the MATLAB® m-file Fcore7.m 
on the accompanying website. It was obtained by removing the third and sixth 
rows and columns of the dynamic coefficient matrix from the 10-state model, 
and by setting vertical velocity to zero. Seven-state models can be used for 
predicting INS response to deliberate initialization errors in each of the seven 
state variables. These seven test conditions are implemented in the MATLAB® 
m-files Fcore7Test1.m through Fcore7Test7.m on the accompanying 
website. These plot the modeled INS error response to initial errors in easting, 
northing, east velocity, north velocity, east tilt, north tilt, and heading. The 
dominating response in most cases is Schuler oscillation with the plane of 
motion rotated by the Coriolis effect, similar to that shown in Fig. 11.7.

11.4 INERTIAL SENSOR NOISE

A major source of dynamic process noise driving navigation error distributions 
is from noise in the gyroscopes and accelerometers, described in Section 3.3 
of Chapter 3.
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Zero-mean white sensor noise (described in Section 3.3.1) does not change 
the dynamic model structure of inertial navigation errors, except by adding a 
noise process w(t):

 
d
dt

tx x= +F wcore ( ).  (11.99)

The white noise from the accelerometers is integrated into velocity error �ε , 
and white noise from the gyroscopes is integrated into orientation error. This 
results in a process noise covariance with covariance structure

 Q w wsensor noise = E t tT( ) ( )  (11.100)
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 (11.101)

where Qacc. is the accelerometer noise covariance and Qgrro is the gyro noise 
covariance. unless there is data confirming noise correlation between sensors, 
these submatrices may be scalar matrices:

 Q Iacc. acc.= q  (11.102)

 Q Igyro gyro= q ,  (11.103)

where the accelerometer noise variance qacc. is the same for all accelerometers, 
and gyro noise variance qgyro is the same for all gyros. however, empirical 
values of Qacc. and Qgyro can be determined by computing the actual 3 × 3 
covariances from all three accelerometers and from all three gyroscopes.

The propagation equation for the covariance matrix Pξ of navigation errors 
in this case has either of the forms

d
dt

TP F P P F Qξ ξ ξ= + +core core sensor noise  (11.104)

P P Qξ ξ ξ ξ[ ] [ 1] [ 1] [ 1]k k k k
T t= +− − −Φ Φ ∆ sensor noise  (11.105)

Φ ∆ξ[ 1] 1= ( ) .k kt t− −( ) exp coreF ˆ ,x  (11.106)

in either continuous time or discrete time. These equations characterize  
the expected performance of an INS with given sensor noise, in terms of  
how fast the mean-squared navigation errors can be expected to deteriorate 
over time.
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11.4.1 CEP Rate versus Sensor Noise

The m-file CEPvsSensorNoise.m on the accompanying website uses Eq. 
11.105 to obtain least-squares estimates of CEP rate over a range of gyro and 
accelerometer noise levels for horizontal inertial navigation, with only sensor 
noise and no sensor compensation errors. The results, plotted in Fig. 11.8, 
would indicate that gyro noise dominates INS performance if rMS gyro noise 
(in radian per second per root-second) is greater than ∼10−4 times rMS accel-
erometer noise (in meters per second squared per root-second), and acceler-
ometer noise dominates INS performance if rMS accelerometer noise is 
greater than ∼104 times rMS gyro noise. however, these results do not include 
the effects of vertical navigation errors.

11.5 SENSOR COMPENSATION ERRORS

As a rule, the extreme accuracy requirements for sensors in inertial navigation 
cannot be achieved through manufacturing precision alone. The last few bits 
of accuracy are generally achieved using sensor calibration to characterize the 
residual error pattern so that these errors can be adequately compensated 
during navigation. The models and methods used for this purpose are described 
in Section 3.4.

It is not uncommon for the values of sensor compensation parameters to 
change a little between system turn-ons, and even to change during operation 
after turn-ons. The phenomenon has been reduced in some instances by design 

Fig. 11.8 Estimated CEP rate versus gyro and accelerometer noise.
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changes but has not been totally eliminated. As an alternative, many schemes 
have been used for partial recalibration of the more suspect compensation 
parameters. These have generally relied on using additional sensors. With the 
arrival of GNSS, much attention has been focused on using essentially the 
same approach for INS recalibration using GNSS. The necessary models are 
developed in this chapter. The specific application using GNSS is the subject 
of the next chapter.

11.5.1 Sensor Compensation Error Models

The sensor compensation models used here are the same as those used in 
Chapter 3, except the compensation parameters are no longer necessarily 
constant. Attention is focused primarily on those compensation parameters 
deemed more likely to drift. These are primarily the zero-order (bias) and 
first-order (scale factor an input axis misalignment) compensation parameters. 
Input axis misalignments tend to be relatively stable, so the usual suspects are 
scale factors and biases.

The notation will be changed to reflect the fact that we are dealing with 
variables, not constants. The variations due to drift in the bias, scale factor, and 
input axis misalignment for the accelerometers and gyroscopes in the general 
case can then be modeled as

 da
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where

acomp.0 is the vector of accelerometer outputs compensated using the prior 
values of the compensation parameters;
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ωcomp.0 is the vector of gyro outputs compensated using the prior values of 
the compensation parameters;

δa(t) is the error in compensated sensed acceleration due to compensation 
parameter drift;

δω(t) is the error in compensated sensed rotation rate due to compensation 
parameter drift;

δab* is the accelerometer bias drift (with * = E, N, or u);
δgb* is the gyro bias drift (with * = E, N, or u);
Maµ is the drift in the accelerometer scale factor and input axis misalignment 

matrix; and
Mgµ is the drift in the gyro scale factor and input axis misalignment matrix.

With the assumption that the drift in input axis misalignments is insignificant, 
the model for each sensor type (accelerometer or gyroscope) has only six 
drifting parameters: three biases and three scale factors. The models for the 
errors in the sensed quantities then have only diagonal entries in the scale 
factor an input axis misalignment matrices:
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11.5.1.1  Exponentially  Correlated  Parameter  Drift  Model  Models for 
slowly varying sensor compensation errors are usually random walk models 
or exponentially correlated process models. The latter are preferred because 
they have finite bounds on their variances, and they allow the analyst to use 
model parameters (i.e., rMS error and error correlation time) based on test 
data.

The dynamic model for an independent exponentially correlated random 
process {η(t)} has the general form

 
d
dt

w tη
τ

η η= − −( ) +1
( ),  (11.113)

where η  is the long-term mean of the process, τ is the process correlation time, 
and the white process noise w(t) ∈ N(0, 2σ2/τ), where σ η η2 2= −( )  is the 
mean-squared variation in the sensor compensation parameter. In the case of 
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parameter drift, the long-term average drift can usually be assumed to be zero, 
in which case δ = 0 and the model becomes

 
d
dt

w tδ
τ

δ= − +1
( ),  (11.114)

with the same parameters.
Equation 11.114 is already in the form of linear stochastic equation. If 12 

of these (for scale factor and bias drift of six sensors) were to be added to the 
dynamic system model for an inertial system, it would add a 12 × 12 scalar 
matrix to the dynamic coefficient matrix,

 F Idrift = − −τ 1 ,  (11.115)

assuming all parameters have the same correlation times. If not, each element 
on the diagonal of Fdrift can have a different negative value.

The corresponding process noise covariances may be different for acceler-
ometers and gyroscopes, and different for bias and scale factor for each type 
of sensor. In general, the process noise covariance may have a 12 × 12 diagonal 
structure with 3 × 3 diagonal blocks:
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where, for the case in which all sensors of each type have the same parameter 
drift parameters but statistically independent distributions,

σ τab ab
2 ,  are the variance and correlation time, respectively, of accelerometer 
biases;

σ τas as
2 ,  are the variance and correlation time, respectively, of accelerometer 
scale factors;

σ τgb gb
2 ,  are the variance and correlation time, respectively, of gyro biases;

σ τgs gs
2 ,  are the variance and correlation time, respectively, of gyro scale 
factors; and

I is a 3 × 3 identity matrix.
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however, it is generally possible—and recommended—that the process noise 
parameters for compensation errors be determined from actual sensor error 
data under operating conditions. There is always the possibility that sensor 
compensation error drift is driven by common-mode random processes such 
as temperature or power-level variation, and that information can be exploited 
to make a more useful model.

11.5.1.2  Dynamic Coupling into Navigation Errors  There is no first-order 
dynamic coupling of navigation errors into sensor errors, but sensor errors do 
couple directly into the time derivatives of navigation errors. The general for-
mulas for navigation error dynamics due to compensation errors are
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where the six affected INS navigation errors are

�εE, �εN, and �εu, the INS velocity errors;
ρE, ρN, and ρu, the INS tilt and heading errors;

and the matrices Mµa and Mµg are defined by Eqs. 11.111 and 11.112.

11.5.1.3  Augmented Dynamic Coefficient Matrix  Let the order of the 12 
state variables in the state vector for sensor compensation errors be
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then the augmented dynamic coefficient matrix for a system including an 
altimeter would have the block form
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where the 9 × 12 submatrix coupling compensation parameter errors into 
navigation errors is
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with diagonal entries equal to input acceleration and rotation rate compo-
nents, respectively.

The corresponding process noise covariance for the resulting 9 + 1 + 12 = 22-
state INS error model would then be

 Q

Q

Q
INS

sensor noise

alt

drift

=
















0 0

0 0

0 0

,q  (11.128)

where Qsensor noise is defined by Eq. 11.101, qalt is defined by Eq. 11.92, and Qdrift 
is defined by Eq. 11.116.

At this point, qalt is essentially a placeholder for what will become GNSS 
signal delay covariance in Chapter 12. This model requires something to sta-
bilize vertical navigation errors.
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The alternative 20-state model for horizontal inertial navigation has the 
same structure, with the third and sixth rows and columns of F and Q deleted.

The MATLAB® m-file CEPvsAccComp.m on the accompanying website 
analyzes the influence of accelerometer bias and scale factor drift on INS CEP 
rates, assuming no other error sources. CEP rate is evaluated for 2500 sets of 
sensor compensation drift rates, using 6 h of simulation in each case. Compen-
sation error is modeled as an exponentially correlated random process with a 
correlation time of 1 h. The analysis uses simulated test track conditions to 
provide sensor inputs to drive the navigation errors. otherwise, sensitivity to 
accelerometer scale factor errors would not be detectable. using a closed track 
for the test conditions makes the average acceleration equal to zero, which 
casts some aspersions on the applicability of the results to other test condi-
tions. Performance is evaluated using two different estimates of CEP rate: one 
simply making a straight-line fit through the origin and the other computing 
independent slope and intercept values. Also, the simulation is for a gimbaled 
system, which is not sensitive to gyro scale factor errors. results showing 
straight-line-fit CEP rates as a function of rMS accelerometer compensation 
errors are shown in Fig. 11.9.

11.6 SOFTWARE SOURCES

Software developed for this book is intended for instructional purposes only. 
It has not been vetted against any inertial system and is not recommended for 

Fig. 11.9 CEP slope versus accelerometer compensation drift parameters, based on 
test track similation.
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commercial purposes. As alternatives, Mathworks distributes MATLAB® tool-
boxes for INS and GPS analysis from GPSoft, and there are other potential 
sources listed on the World Wide Web.

11.7 SUMMARY

1. If inertial navigation is “navigation in a box,” then whatever happens 
in that box stays in that box. This includes any navigation errors that 
cannot be sensed from inside the box, such as errors in the INS esti-
mates of location, velocity, and orientation.

2. Inertial systems are ordinarily initialized with the starting values of 
location, velocity, and orientation, but—without the use of auxiliary 
sensors—there is no way of detecting errors in the navigation solution 
thereafter.

3. The “navigation solution” for an INS includes estimates of location, 
velocity, and orientation. These estimates are propagated forward in 
time, using only the inputs from gyroscopes and accelerometers.

4. INS analysis is the study of how errors in the navigation solution  
behave over time and how this behavior depends on the error charac-
teristics of the sensors and the dynamics of the intended mission 
applications.

5. This kind of analysis is a fundamental part of the development cycle 
for inertial navigation systems. It provides a reliable model for judging 
how the selection of sensors influences system performance, for verify-
ing INS software implementations, and for diagnosing test results.

6. Although modeling accuracy is extremely important in the implementa-
tion of inertial navigation, the same is not true for error analysis. Error 
variables typically represent relative errors in the order of parts per 
thousand or less. As a consequence, first-order approximations are gen-
erally adequate for INS error analysis. Although matrix operations in 
covariance analysis of inertial navigation systems may require good 
numerical precision to maintain stability of the results, the analysis 
results are not overly sensitive to the accuracy of the models used in 
the INS implementation.

7. however, the first-order-only modeling used here is not exact and is not 
intended to represent all inertial sensors or all INS implementations. 
Dynamic effects deemed insignificant for the theoretical sensor have 
been ignored. Before deciding what is insignificant, it is always neces-
sary to validate the model by comparing its behavior to that of the INS 
it is intended to represent, using the dynamic conditions the INS is 
designed for. The models derived here have not been vetted in this 
manner for any hardware implementation.
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8. INSs measure three components of acceleration and three components 
of rotation, and estimate three components each representing the veloc-
ity, location, and orientation of the inertial sensor assembly (ISA). The 
primary navigational error propagation model for inertial navigation 
also has three components each, representing the velocity, location, and 
orientation of the ISA—nine state variables in total. Models for the 
dynamics of these state variables are derived.

9. Inertial navigation in the terrestrial environment exhibits horizontal 
location error oscillations with a period of about 84 min. This is called 
Schuler oscillation, and it is due to the shape of the gravitational field. 
This is not necessarily a bad thing, however. The change in the modeled 
inertial direction of gravitational acceleration with horizontal displace-
ment results in an effective restoring force on the location error, which 
forces the location error back toward zero. If it were not for this effect, 
inertial navigation errors would be worse.

10. The same gravitational field shape causes instability of vertical errors 
in inertial navigation. Fortunately, an altimeter solves the problem quite 
well at most altitudes.

11. Navigation in earth-fixed coordinates also introduces error dynamics 
due to the Coriolis effect. That and Schuler oscillation can make hori-
zontal location errors follow a trajectory similar to that of a Foucault 
pendulum.

12. The dynamic model for navigation errors can be augmented to include 
sensor noise, and this model can be used to predict how INS perfor-
mance depends on sensor noise.

13. The result is a model for how sensor compensation errors influence 
navigation errors over time. These model derivations are limited to 
zeroth-order errors (sensor biases) and first-order errors (scale factors 
and input axis misalignments). The sensor models required for any 
particular INS application will be determined by the error characteris-
tics of the sensors to be used and on the dynamic conditions they are 
likely to experience on the intended mission trajectories.

14. The influence on INS performance of “aiding” with other sensors is also 
a part of INS analysis. An analytical model was used for assessing the 
influence of an altimeter on vertical navigation. The next chapter will 
cover INS aiding using GNSS.

Additional background material on inertial navigation systems analysis can  
be found in the 1971 textbook by Britting [1], and—if you can find it—a  
1973 Intermetrics report by Widnall and Grundy [8]. There are no comparable 
comprehensive treatments for strapdown systems, but some error models can 
be found in refs. 5 and 7. however, even these models may not cover all 
sensors and all inertial navigation implementa tions. Every sensor and imple-
mentation must be used to validate its intended model.
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PROBLEMS

11.1 Derive a calibration model for a sensor with third-order errors; that is, 
its output zout has both affine (linear plus offset) and cubic dependency 
on its input zin:

z c c z c zout in in= + +0 1 3
3 .

Given n samples of input–output pairs {[zk,in, zk,out]|k = 1, 2, . . . , n}, what 
is the least-squares estimate of the sensor bias c0, scale factor c1 and cubic 
coefficient c3?

11.2 What is the minimum number of input–output pairs required for solving 
the problem above? Is it just the number of samples that determines 
observability? What, exactly, does determine observability for least-
squares problems?

11.3 What is the compensation model corresponding to the error model

z c c z c zout in in= + +0 1 3
3 ?

That is, what is the formula for zin, given zout, c0, c1, and c3?

11.4 Derive the first-order compensation error model for the third-order 
model above, by taking the partial derivatives of the compensated sensor 
output with respect to the coefficients c0 (bias), c1 (scale factor), and c3 
(cubic error coefficient).

11.5 Make a copy of the m-file CEPvsSensorNoise.m under another name 
so that it can be modified. Modify the renamed m-file to include the 10-
state model rather than the 7-state model. run it to obtain the equivalent 
to Fig. 11.8, but with vertical channel dynamics dampened by a baromet-
ric altimeter. Compare the results with those in Fig. 11.8.

11.6 replace the sensor noise model in the previous problem with a model 
for sensor compensation errors so that sensor errors are ignored but are 
replaced by sensor compensation errors. use the equations in this chapter 
for the dynamic coefficient matrix (Eq. 11.124) and process noise covari-
ance matrix (Eq. 11.116). Assume correlation times of an hour for all 
parameters and find what combinations of compensation error covari-
ances will yield CEP rates in the order of 1 nmi/h. Assume that the cor-
responding process noise covariances for gyro parameters are 10−4 times 
the corresponding parameters for accelerometers, and vary the relative 
covariances of biases and scale factors to find the ratios at which domi-
nance shifts between bias errors and scale factor errors.
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11.7 run the m-file CEPvsAccComp.m, which estimates CEP rates as a func-
tion of accelerometer compensation parameter drift. It also plots the 
radial error as a function of time for the case that no inertial navigation 
is used at all, with the estimated position remaining at the starting point. 
how would you compare the other results with the no-navigation case? 
What might this say about basing INS performance on one set of test 
conditions?
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Nature laughs at the difficulties of integration.
—Pierre Simon de Laplace (1749–1827)

12.1 CHAPTER FOCUS

12.1.1 Objective

In order to make the best use of its combined resources, global navigation 
satellite system (GNSS)/inertial navigation system (INS) integration requires 
fundamental changes in how both navigation modes are jointly implemented. 
Both subsystems can now use a unified model for what they are doing and 
work on the navigation problem together. Key features of this approach 
include the following:

1. The GNSS receiver no longer needs a stochastic model for the dynamics 
of its host vehicle. It is now integrated with another system that measures 
those dynamics directly.

2. The GNSS receiver no longer needs to track the frequency and phase 
changes in its source signals by detecting its own tracking error. It is now 
integrated with another system that measures those host vehicle accel-
erations and gyrations which had been causing those errors.
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3. The INS had been accumulating measured accelerations and attitude 
rates to keep track of its own position and orientation, but had also 
accumulated some error in the process. Formerly, that error had cor-
rupted its own reckoning of the unsensed accelerations it must account 
for, and this had compounded matters.

4. The INS is now partnered with a sensor system that measures position 
directly. The INS is finally able to escape the confines of its Newtonian 
paradigm and to come out of its box. It is now able to use the GNSS 
receiver measurements to estimate and correct its own navigation, and 
its sensor compensation errors. This results in better overall navigation 
performance whenever GNSS signals are either unavailable or otherwise 
fail to provide adequate position observability.

5. The integrated system is still passive and stealthy, although it does depend 
on GNSS signal availability. However, when the integrated system is 
forced to rely on inertial sensors only, it is now able to do a better job 
of inertial sensor error compensation.

6. Improved estimates of position and velocity from the INS-only solution 
make GNSS signal detection and acquisition much easier and faster.

This chapter is about that unified model for GNSS/INS navigation and how it 
is implemented and evaluated. Its essential elements related to the INS were 
developed in the previous two chapters. The essential elements related to 
GNSS were developed in Chapters 4–7.

12.1.2 Order of Presentation

1. overview of GNSS/INS integration approaches, including a brief histori-
cal background

2. overview of the fundamental integration model:
(a) the unified navigation model
(b) where the parts come from
(c) how they fit together to form a complete GNSS/INS navigation 

model
3. Implementation of the navigation solution and its self-evaluation 

equations
4. Performance evaluations on simulated mission trajectories

12.2 GNSS/INS INTEGRATION OVERVIEW

12.2.1 Historical Background

Early successes in integrated inertial navigation were so cloaked in secrecy 
that very little is known about it to this day. What is clear, however, is that 
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development of global satellite navigation by the United States Department 
of Defense was driven by the need for integrated inertial navigation.

Within a few days after the october 4, 1957 launch of the Sputnik I satellite 
by the Soviet Union, Drs. William H. Guier and George C. Weiffenbach,  
two scientists at the Applied Physics Laboratory (APL) of Johns Hopkins 
University, determined that they could estimate the orbital parameters of the 
satellite by monitoring the Doppler shifts of the transmitted frequency signal 
from a known geodetic location. Furthermore, it was determined that the 
inverse problem could be solved by using known satellite orbital parameters 
and a single set of horizon-to-horizon Doppler shift data to determine the 
location of the monitoring station to an accuracy of less than 100 m (CEP). 
With help from Frank McClure at APL, the team submitted a proposal to the 
Navy’s then-concurrent SSBN Polaris Program in 1958 to precisely determine 
the locations of these nuclear-powered, ballistic missile-carrying submarines 
using radio navigation sources on satellites. The SSBN fleet could operate 
undetected for months, but needed to update their inertially derived positions 
before Polaris missile launches. The first successful tests of the resulting Navy 
TrANSIT satellite concept were made in 1960.

There was a period of competing triservice space navigation concepts within 
the Department of Defense in the late 1960s, from about 1964 to 1968. This 
included the Navy Improved TrANSIT Program, a Naval research Labora-
tory TIMATIoN experiment using side-tone ranging for trilateration, and 
more precise space-qualified quartz or atomic clocks. These early projects 
focused on military imperatives for passive global navigation using signals 
from space but neglected such military requirements as resistance to jamming 
and denial of use to adversaries. The Aerospace Corporation worked with the 
Air Force to focus on these issues and on the need for improved real-time 
three-dimensional navigation for tactical aircraft. requirements for precise 
position and velocity during high-speed maneuvering with conventional 
weapons during all hours and weather conditions would require an order of 
magnitude improvement over what was available at the time. This effort would 
become the Air Force 621B Program, which eventually led to the Global 
Positioning System (GPS). Even the Army joined in the space funding battles 
and launched satellite ranging transponders for their Sequential Correlation 
of range (SECor) concept. In 1968, the Joint Chiefs of Staff attempted to 
adjudicate the interservice rivalry through an Executive Steering Group, which 
then directed extensive classified studies that came to be called “program 
paralysis by analysis.” Much of this work is still classified or lost in the archives, 
and many of the key investigators are no longer with us.

From 1971 to 1974, the Aerospace Corporation 621B Program developed 
and tested a spread-spectrum ranging system with a prototype Magnavox 
research Laboratory receiver at the White Sands Missile range, using simu-
lated synchronized emitters on the desert floor and in a balloon. Aircraft 
postflight position accuracy was demonstrated to be better than 5 m, and 
velocity errors less than 0.3 m/s. For a handful of those involved, these results 
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clearly indicated the potential for synthesizing a truly global and sufficiently 
secure and precise satellite ranging signal that could be optimally combined 
with current INSs to provide robust guidance navigation to meet current and 
many future needs for military navigation.

one of those visionaries is Edward H, Martin,1 who provided much of the 
historical information presented here. Martin had developed inertial naviga-
tion integration methods at Autonetics research Engineering Division during 
the late 1960s, when he worked with Dr. Thomas W. Devries on implementing 
extended Kalman filters for updating the Autonetics N-16 INS navigation 
solution using various navigation aids. North American Aviation, the parent 
company of Autonetics, merged with rockwell Standard in 1967 to become 
what would be rockwell International. By that time, Martin had developed a 
real-time discrete Kalman filter for integrating Doppler radar into the inertial 
navigation solution for the F-111/FB-111 MKII avionics.

In 1972, Martin joined Magnavox as Program Development Manager for 
Military Navigation and helped form the Magnavox/Intermetrics team that, 
along with General Dynamics, won the 1974 Phase I Concept Development 
contract for what would become GPS/INS integrated navigation. Directed by 
Air Force Captain Mel Birnbaum, this team developed seven separate integra-
tion algorithms and demonstrated precise blind bombing results by 1977 with 
loosely coupled INS integration. one of the Magnavox lead software analysts, 
Anthony Abbott, eventually returned to the Aerospace Corporation and  
collaborated with John Lukesh of Northrup to pioneer the new high-speed, 
tightly coupled, B-2 GPS/INS/SAr (synthetic aperture radar) guidance mech-
anization. So much of this effort was classified that there is little public knowl-
edge of it, and these early successes of GPS/INS integration have largely gone 
unnoticed. Another largely forgotten bit of history is that it was the need for 
INS integration that drove the initial development of GNSS.

12.2.2 The Loose/Tight Ranking

Although a unified GNSS/INS navigation model was known at the beginning 
of GPS development, there were good reasons for not starting with the first 
attempt. one reason was to avoid the risks and complexity of making signifi-
cant alterations to functioning stand-alone GPS receivers and inertial naviga-
tors, but a more compelling reason may have been to avoid risks associated 
with restructuring the signal processing hardware and software. Also, available 
flight-qualified processors at the time had rather limited processing through-
put and much slower data transfer rates than we have grown accustomed to. 
For the first proof-of-concept testing, a “looser” form of GPS/INS integration 
was chosen.

1Member of the GPS development team awarded the 1992 robert J. Collier Trophy by the 
National Aeronautics Association and winner of the 2009 Captain P.v.H. Weems Award, pre-
sented by the Institute of Navigation, for his role in GPS receiver development.
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Figure 12.1 shows a ranking of approaches to GNSS/INS integration, based 
on how certain implementations functions are altered, and ranked according 
to the degree of coupling between the otherwise independent implementa-
tions of GNSS receivers and inertial navigators. The rankings are loosely called 
“loose” and “tight,” according to the degree to which the independent imple-
mentations are modified.

12.2.2.1  Loosely  Coupled  Implementations  The most loosely coupled 
implementation uses only the standard navigation solutions from the GNSS 
receiver and INS as inputs to a filter (a Kalman filter, usually), the output of 
which is the combined estimate of the navigation solution. Although each 
subsystem (GNSS or INS) may already include its own Kalman filter, this 
“ultraloosely coupled” integration architecture does not necessarily modify 
those.

The down side of this approach is that neither the GNSS solution nor the 
INS solution is made any better by it. As the INS estimate gets worse over 
time, its filter weighting gets smaller. Eventually, it is essentially ignored, and 
the integrated solution is the GNSS solution. In situations with inadequate 
GNSS signal coverage, the INS is of no use.

12.2.2.2  More  Tightly  Coupled  Implementations  As a rule, the more 
tightly coupled implementations have greater impact on the internal imple-
mentations of the GNSS receiver and the INS but have better overall 
performance.

For example, the more tightly coupled implementations may use nonstan-
dard subsystem outputs. raw pseudoranges from the GNSS receiver may be 
used independently of the navigation solution they produce. Similarly, raw 
accelerations from the inertial navigator may be used independently of the 

Fig. 12.1 Loosely and tightly coupled implementations.
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navigation solution they produce. These outputs generally require software 
changes within both the GNSS receiver and the INS, and it may even require 
hardware changes to make such data available for the combined solution.

In the most tightly coupled implementations, all data are available for a 
unified navigation solution. In that case, the unified filter model used for 
system integration must include variables such as GNSS signal propagation 
delays, or accelerometer bias and scale factor errors. The estimated values of 
these variables may be used in the internal implementations of the GNSS 
receiver and INS.

12.2.2.3  Ultratightly Coupled Integration  This term is applied to GNSS/
INS integration in which signal tracking loops in the GNSS receiver are  
augmented by using accelerations and rotations sensed by the INS. This 
approach can reduce phase-tracking filter lags and improve phase locking 
during periods of high maneuvering, reduced signal strength, or signal jamming. 
It also improves GNSS signal acquisition times by reducing Doppler shift 
uncertainties. This effectively improves navigation accuracy by reducing these 
navigation error sources and provides additional operational margins for 
extreme dynamics, weak GNSS signals, or interference from other signals—
including jamming. For a discussion of this approach using Kalman filtering, 
see ref. 1.

12.2.2.4  Limitations  This loose/tight ordering is not “complete,” in the 
sense that it is not always possible to decide whether one implementation  
is strictly looser or tighter than another. There are just too many degrees of 
freedom in making implementation changes for them to be ordered in one 
dimension. However, the ranking does provide some notion of what is involved.

12.2.3 Unified Navigation Model

In this approach, the navigation solution is the one determined by the inte-
grated GNSS/INS implementation. Key features of this approach are the 
following:

1. The implementation uses a Kalman filter to combine all sensor measure-
ments, taking into account the measurement noise and other error vari-
ables associated with each error type. This would include all the navigation 
error variables of the INS error model, plus all the error variables of 
GNSS navigation.

2. The combined navigation solution is updated by measurements of all 
types (pseudoranges, sensed accelerations, and inertial attitude rates).

3. In the short term, between GNSS solutions, the combined navigation 
solution is updated from INS sensor measurements. These updates use 
only sensed accelerations and sensed attitude rates, as compensated by 
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the current estimates of sensor compensation parameters. Updates of the 
covariance matrix of state estimation uncertainty during these periods 
reflect changes due to these measurements, as well as the effects of iner-
tial sensor noise. The covariance update is the most computationally 
intensive part of a Kalman filter, but it does not necessarily have to be 
run each time the inertial sensor outputs are sampled. Sampling intervals 
generally range from milliseconds (for most strapdown systems) to tens 
of milliseconds (for most gimbaled systems).

4. Each GNSS pseudorange measurement is used to update the navigation 
solution, as well as observable variables of the error model. These observ-
able variables include the signal propagation delays and inertial sensor 
compensation parameters, which are not observable from the INS mea-
surements. The intersample intervals for GNSS pseudoranges are typi-
cally in the order of a second or more for each satellite.

5. The complete navigation solution includes the locations and velocities 
of the INS and of the GNSS receiver antenna, which cannot be colocated 
as a rule. The estimated antenna velocity can be used for computing the 
estimated Doppler velocity on each satellite signal, which aids in signal 
phase and frequency tracking. Also, the acceleration of the antenna can 
be determined from the measured INS rotation rates and accelerations, 
which helps to reduce signal phase and frequency tracking error.

6. The solution also includes updates of the sensor compensation param-
eters, and updates of location and velocity with estimated INS navigation 
errors removed.

7. Performance is determined by the solution of the riccati equations, 
which is an integral part of the Kalman filter implementation. However, 
the model used for solving the riccati equation does not necessarily 
need to be as precise as the models used for the rest of the navigation 
solution.

The unified model approach uses a common model for all the dynamic vari-
ables required for GNSS/INS integration. It represents the best possible navi-
gation solution from GNSS/INS integration, given all the measurements and 
their associated uncertainties.

A unified model for integrated GNSS/INS navigation would include every-
thing that contributes to navigation error of the integrated system, including 
all the error sources and error dynamics, and especially any variables that can 
be estimated from the combined measurements of the GNSS receiver and the 
INS.

This would include, as a minimum, state variables for all nine navigation 
error variables (seven if for horizontal navigation only), all significant inertial 
sensor compensation errors, variables representing the receiver clock error 
(bias and drift, as a minimum), and variables representing unknown signal 
propagation delays due to atmospheric effects.
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12.3 UNIFIED MODEL FOR GNSS/INS INTEGRATION

The unified model includes terms from all sensor subsystems, including GNSS 
and INS. The model used for errors in the GNSS receiver clock is described 
next.

12.3.1 GNSS Error Models

12.3.1.1  Receiver Clock Error Model  A GNSS receiver clock model must 
be included in the analysis because errors in the receiver clock must also be 
taken into account when assessing performance.

GNSS receiver clocks generally keep “GPS time,” or the equivalent time 
for other GNSS systems. These are all referenced to Universal Time, Coordi-
nated (UTC), but without the leap seconds. However, clock error models used 
in GNSS analysis generally use distance units for clock bias, and velocity units 
for clock drift rates. This is because the clock is being used for timing wave 
fronts, which are traveling at the speed of light, and the distance traveled is 
the variable of interest. The equivalent variables and parameters in the GNSS 
receiver clock model are obtained by multiplying the usual time units by the 
speed of light.

The GNSS receiver clock model used in the analysis has two state 
variables:

δclock bias, clock bias (in meters), and
δclock drift, clock drift rate (in meters per second).

Clock drift rate is assumed to be exponentially correlated. Its stochastic 
dynamic model has the form
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where σ clock drift
2  is the steady-state variance of clock drift.

This model does not include short-term phase-flicker noise, which is assumed 
to be filtered out by the clock electronics.
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values used in the analysis assume rMS drift rates of 10 m/s2 and a correla-
tion time of an hour; that is,

 σ clock drift m/s)≈ 10 (  (12.4)

 τclock drift s)≈ 3600 (  (12.5)

 qclock drift m /s≈ 0 05 .2 3. ( )  (12.6)

In a “cold start” simulation without prior satellite tracking, the initial value 
for rMS drift rate uncertainty would be its steady-state value:

 σ σclock drift clock driftt0( ) = ∞( )  (12.7)

 = 10 (m/s)  (12.8)

 σ clock bias ∞( ) = ∞;  (12.9)

that is, there is no corresponding finite steady-state value for clock bias uncer-
tainty with this model. Fortunately, bootstrap satellite signal acquisition 
requires significantly less timing accuracy than navigation. Before satellite 
signal acquisition, the receive clock time is used primarily for selecting candi-
date satellites from stored ephemerides, which does not require accurate 
timing. Signal acquisition requires less clock frequency accuracy than naviga-
tion, and the clock bias correction is usually initialized as part of acquisition. 
In navigation analysis, its rMS initial uncertainty is usually set closer to its 
steady-state tracking value, which is in the order of a few meters, equivalent 
to an rMS receiver timing error of ∼10−8 s.

The MATLAB® function ClockModel2 on the accompanying website cal-
culates the values of the dynamic coefficient matrix, process noise covariance 
matrix, pseudorange sensitivity matrix, and initial covariance matrix value as 
a function of σdock drift and τdock drift.

12.3.1.2  Atmospheric  Propagation  Delay  Model  Perhaps the greatest 
single contributor to location error in single-frequency GNSS receivers is the 
residual propagation delay error due to seemingly random variations in atmo-
spheric impedance at GNSS carrier frequencies. The resulting signal arrival 
delays cause errors in the estimated pseudoranges from the satellite antennas 
to the receiver antenna.

Propagation delay errors are modeled in distance units, in much the same 
way as clock errors. These are modeled as independent, exponentially corre-
lated errors, in which case the associated dynamic coefficient matrix and 

2This is comparable to the performance of the quartz oscillator in a Timex wristwatch with ambient 
indoor temperatures [2].
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process noise covariance matrix are diagonal matrices of the same 
dimension:

 Fsat. del.
sat. del.
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12.3.1.3  Pseudorange Measurement Noise  The measurements are pseudo-
ranges, but the measured time delay values will generally contain some short-
term additive noise in the nanosecond range due to electronic noise and signal 
processing noise. This is modeled as a measurement noise covariance matrix. 
This will be a diagonal matrix, unless there are significant common-mode error 
sources such as additive power supply noise or grounding noise.

12.3.2 INS Error Models

12.3.2.1  Navigation  Error  Model  The dynamic coefficient matrix has 
already been derived in Chapter 11, Eq. 11.77.

12.3.2.2  Sensor  Compensation  Errors  Changes in input axis misalign-
ments are not usually significant enough to be included in the model. That 
eliminates 12 variables. Also, because the model is for a gimbaled system, 
errors in gyro scale factors can be ignored. The resulting model has only nine 
error state variables. Because compensation parameter drift is modeled as an 
exponentially correlated process, the resulting dynamic coefficient matrix and 
process noise covariance matrix are diagonal.

The dynamic coupling of compensation errors into navigation errors, given 
in Eq. 11.119, will be missing its final three rows and columns:
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12.3.3 GNSS/INS Error Model

12.3.3.1  State Variables  So far, the error models for GNSS and INS include 
the following variables that can potentially be estimated as part of the general-
ized navigation solution:

1. GNSS error sources
(a) receiver clock error (two variables)
(b) Satellite signal delay errors (=number of satellites3)

2. INS error sources

(a) Errors in the navigation solution
i. Position errors (three components)
ii. velocity errors (three components)
iii. orientation errors (three components)

(b) Inertial sensor errors
i. Accelerometer errors

A. output bias errors (three components, total)
B. Scale factor errors (three components, total)
C. Input axis misalignment errors (six components, total)

ii. Gyroscope errors
A. output bias errors (three components, total)
B. Scale factor errors (three components, total)
C. Input axis misalignment errors (six components, total)

The grand total, if all of these were in the model, would be 66 state variables 
in an integrated GNSS/INS error model. However, there are reasons for 
leaving some of these out of the model.

12.3.3.2  Numbers of State Variables  There are, in total, 9 navigation error 
variables, 24 first-order sensor compensation parameters, and 2 clock model 
variables. Assuming around a dozen satellites may be used at any one time, 
the potential number of state variables for an integrated system would be 
around 9 + 24 + 2 + 12 = 47. However, not all of these variables need to be 

3Thirty-one in the ephemerides of July 7, 2012, used in the simulations.
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updated in real time. Input axis misalignments, for example, tend to be rela-
tively stable. If just the inertial sensor biases and scale factors (12 in all) will 
require updating, the total number would decrease to 9 + 12 + 2 + 12 = 35.

The model that is used in the rest of this chapter is for a gimbaled system, 
for which gyro scale factors are but a factor in the feedback gains used in 
stabilizing the platform and do not contribute significantly to navigation error. 
That would leave only 31 state variables. However, to simplify the state vari-
able switching required as satellites come into use and fall out of use, this 
model includes the signal delays of all 31 satellites from the GPS constellation 
of July 7, 2012, rather than the 12-or-so used at any one time. That brings the 
total number of state variables to 9 + 9 + 2 + 31 = 51.

12.3.3.3  Dynamic  Coefficient  Matrix  The resulting dynamic coefficient 
matrix for just those 51 state variables will have the structure shown in Fig. 
12.2, where

Fcore is the 9 × 9 dynamic coefficient matrix for the core navigation errors—
including vertical navigation errors.

Fδ is the 9 × 9 dynamic coefficient matrix for the nine sensor compensation 
parameters used. These include three each of accelerometer bias, accel-
erometer scale factor, and gyro bias.

Fδ→ε is the dynamic coupling matrix of sensor compensation errors into 
navigation errors.

Fig. 12.2 Block structure of dynamic coefficient matrix.
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Fclock is the dynamic coefficient matrix for the receiver clock model. In this 
case, the model has only clock bias, but it can easily be expanded to 
include drift.

Fsig.del. is the dynamic coefficient matrix for satellite signal delay error due 
to unmodeled atmospheric effects.

Figure 12.2 shows the block structure of the dynamic coefficient matrix for the 
unified model, with sequential diagonal blocks representing the dynamics of 
navigation errors, sensor compensation errors, receiver clock errors, and atmo-
spheric propagation delay errors, respectively. The contents of each of these 
blocks have already been derived.

12.3.3.4  Process  Noise  Covariance  The unified model has process noise 
sources for

1. inertial sensor noise,
2. drifting inertial sensor compensation parameters,
3. receiver clock error, and
4. atmospheric propagation delays.

12.3.3.5  Measurement  Sensitivities  The sensitivity of pseudorange mea-
surements to position is represented in terms of a unit vector in the direction 
from the satellite antenna to the receiver antenna. That is the essential “input 
axis” for the receiver as a pseudorange sensor. The longer the pseudorange, 
the more the estimated location should be adjusted in that direction. Each row 
of the measurement sensitivity matrix, corresponding to the pseudorange mea-
surement from the ith satellite, would have the structure

 Hi i i iu u u= [ ]E N U 0 0 1 0 0 1 0 ,� � �  (12.14)
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is the ith pseudorange measurement input axis (a unit vector in the direction 
from the satellite to the antenna location); the first “1” after that is in the 19th 
column (clock bias), and the final “1” is in the (20 + i)th column (propagation 
delay for ith satellite).

Sensitivities of all pseudorange measurements to clock error are all equal 
to +1 if the clock error is in distance units and positive clock errors mean the 
clock is “fast.”
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12.4 PERFORMANCE ANALYSIS

12.4.1 Dynamic Simulation Model

12.4.1.1  State Transition Matrices (STMs)  The dynamic coefficient matrix 
for navigation and sensor compensation errors has terms that depend on 
velocities and accelerations, so it is a time-varying system. In that case, the 
dynamic coefficient matrix must be evaluated at each simulation time step. If 
it were time-invariant, it would need to be computed only once. The lower 
33 × 33 diagonal submatrix, representing clock and propagation delay errors, 
is time invariant. In this case, the block-diagonal structure of the dynamic 
coefficient can be exploited to make the computation involved a little easier.

For any block-diagonal matrix
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its equivalent state transition matrix for the discrete time step Δt is the matrix 
exponential

F = ( )exp ∆tF   (12.17)

=

( )
( )

( )



















exp

exp

exp

∆
∆

∆

t

t

t kk

F

F

F

11

22

0 0

0 0

0 0

.

�
�

� � � �
�

 (12.18)

Consequently, if any of the diagonal blocks is time invariant, it only needs  
to be computed once. This is true for the dynamic coefficient submatrices for 
clock errors and signal propagation delay errors. The remaining time-varying 
block
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has a lower-right time-invariant part, but the off-diagonal block Fδ→ε is time 
varying. Therefore, the upper-left 18 × 18 diagonal block of the dynamic coef-
ficient matrix must be evaluated, multiplied by the time step, and transformed 
into its matrix exponential. Because the computational complexity of taking 
matrix exponentials increases as the cube of the dimension, this trick can save 
a lot of unnecessary computing.
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12.4.1.2  Dynamic Simulation  The MATLAB® function Big8SimENU.m 
on the accompanying website simulates dynamic conditions on a figure-eight 
track model similar to that used in Chapter 10, except that it has been scaled 
up by a factor of 60 to have a total track length of 100 km. The simulation has 
the same average speed of 100 kph, so the lap time is now 1 h. Dynamic test 
conditions are shown in Fig. 12.3, including position, velocity, acceleration, and 
inertial rotation rates. The rotation rates assume near-critical banking in the 
turns, as described in the simulation m-file Big8SimENU. However, these rates 
have little effect on gimbaled systems.

This same track simulation was used for navigation simulations using GNSS 
only, inertial navigation only, and integrated GNSS/INS.

12.4.2 Results

12.4.2.1  Stand-Alone  GNSS  Performance  Simulating Satellite Selection 
GNSS receivers have their own built-in routines for selecting and using GNSS 
signals. Error simulation of GNSS navigation needs to simulate the receiver 

Fig. 12.3 Dynamic conditions on 100-km figure-8 test track.
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methods. Doing so in locally level coordinates uses three different coordinate 
systems, as illustrated in Fig. 12.4:

1. Satellite ephemerides are in earth-centered inertial (ECI) coordinates.
2. The location of the GNSS receiver antenna is known from its own navi-

gation solution, usually specified in earth-centered, earth-fixed (ECEF) 
coordinates in terms of latitude, longitude, and altitude.

3. The horizon mask at the receiver (for rejecting satellites too close to the 
horizon) is specified with respect to locally level coordinates. In Fig. 12.4, 
lines coming from the antenna (shown atop an INS, represented as a 
block in the figure) identify those satellites above a 15° horizon mask.

MATLAB® Implementation The MATLAB® m-file GNSSonly.m on the 
accompanying website runs a 6-h simulation using only GNSS with the DAMP3 
vehicle tracking filter model described in Chapter 10. This filter includes esti-
mates for the position, velocity, and acceleration of the receiver antenna. The 
filter model is statistically adjusted to track dynamics, using the track statistics 
determined by the m-file Big8TrackStats.m, the results of which are also 
listed as comments in GNSSonly.m. The empirically determined state dynam-
ics are different for the east, north, and vertical components of position, veloc-
ity, and acceleration, and this information is used in tuning the filter to the 
application. The sim ulation includes a Kalman filter estimating the vehicle 
state. The program compares the simulated mean-squared position estimation 

Fig. 12.4 GNSS navigation geometry.
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error to the values determined from the riccati equations in the Kalman filter. 
The agreement is remarkably close when the GNSS receiver has satellite 
signal access but diverges significantly after signal outage.

The simulation was run with the satellite signals alternately available and 
unavailable, to show the tracking filter response to signal outage. Figure 12.5 
is one of the plots generated by GNSSonly.m, showing the history of CEP 
based on the covariance of horizontal position error in the Kalman filter used 
for determining the navigation solution. Also shown is the estimate of CEP 
from simulating the actual navigation solution with simulated random noise 
sources.

12.4.2.2  Stand-Alone INS Performance  The MATLAB® file INS7only0.m 
on the accompanying website simulates an INS under the same dynamic condi-
tions as those in Fig. 12.5, with a set of sensor error parameters consistent with 
performance in the order of a nautical mile per hour. Figure 12.6 is one of its 
outputs. In order to avoid the problem of vertical channel instability, the 14-
state error model includes only horizontal dynamics and sensor compensation 
errors for two horizontal accelerometers and three gyroscopes. In this case, 
GNSS signal outages have no effect on INS performance.

The MATLAB® file INS7only0.m also generates several plots showing 
the statistics of the different error variates over the 6-h simulated test run.

12.4.2.3  Integrated  GNSS/INS  Performance  Figure 12.7 is a plot of the 
predicted performance of the same two systems from Fig. 12.5 and Fig. 12.6, 
but now integrated using a unified navigation model with 9 navigation 

Fig. 12.5 GNSS-only navigation simulation results.
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Fig. 12.6 INS-only navigation simulation results.
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variables, 9 sensor compensation variables, 2 GNSS receiver clock variables, 
and 314 GPS satellites.

Figures 12.5–12.7 capture the essential lesson here: Integrated GNSS/INS 
systems significantly outperform either of their independent subsystems.

Note that performance of the integrated system is superior to that of either 
subsystem when GNSS signals are available and even performs better than 
either when signals are unavailable. In this example, integrated performance 
during a 1-h signal outage is about 80 times better than from using GNSS 
alone. The secret to this is that the integrated system self-calibrates the inertial 
sensors when it has signal coverage, so that performance is much better when 
signals are lost.

The plot in Fig. 12.7—and many more—are generated by the MATLAB® 
m-file GNSSINSInt0.m on the accompanying website. The other plots show 
what is happening to the uncertainties of the various inertial sensor compensa-
tion variables when there is good GNSS signal coverage and how slowly things 
deteriorate when the signals are unavailable.

Those sensor performance parameters which determine integrated system 
performance are variables that can be altered in the m-file scripts to simulate 
a range of inertial navigators.

12.5 OTHER INTEGRATION ISSUES

12.5.1 Antenna/ISA Offset Correction

This is something that is insignificant in performance analysis but very impor-
tant in the actual implementation.

When combining GNSS and INS navigation solutions, it is important to take 
into account the relative difference of location between the two. Each has its 
“holy point” at which the navigation solution is calculated, and this is different 
for the two navigation modes.

The holy point for a GNSS navigation receiver is its antenna. It is where 
the relative phases and transmission delays of all received signals are deter-
mined, and it is the location determined by the navigation solution. Any signal 
transmission and processing delays after the antenna contribute to latency of 
the solution, but not to errors in solution.

The INS holy point is somewhere within its inertial sensor assembly (ISA), 
which is where the accelerations and attitude rates of the host vehicle are 
measured and integrated.

The distance between the two navigation solutions can be large enough5 
that it must be taken into account when combining the two navigation  

5It can be tens of meters for ships, where the INS may be located well below deck and the antenna 
is mounted high on a mast.

4GPS configuration of July 7, 2012, used in the simulations.
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solutions. In that case, the displacement of the antenna from the ISA can be 
specified as a parameter vector,

 dant.,RPY

ant.,R

ant.,P

ant.,Y

=
















δ
δ
δ

,  (12.19)

in body-fixed roll–pitch–yaw (rPy) coordinates. Then, the displacement in 
east–north–up (ENU) coordinates will be

 d dant.,ENU ENU
RPY

ant.,RPY= C ,  (12.20)

where CENU
RPY  is the coordinate transformation from rPy to ENU 

coordinates.
Usually, the matrix CENU

RPY  and/or the roll, pitch, and yaw angles are variables 
in INS implementation software. once δant.,ENU is computed, it can be used to 
relate the two navigation positions in ENU coordinates:

 x xant.,ENU ISA,ENU ant.,ENU= + d  (12.21)

 x xISA,ENU ant.,ENU ant.,ENU= −d ,  (12.22)

eliminating the potential source of error.
This correction is generally included in integrated GNSS/INS systems. It 

requires a procedure for requesting and entering the components of δant.,rPy 
during system installation.

The antenna/ISA separation must also be taken into account in Doppler 
calculations for the antenna because rotation rates at the ISA can cause  
differential velocities and accelerations between the ISA and the receiver 
antenna.

12.5.2 Influence of Trajectories on Performance

Host vehicle dynamics influence integrated GNSS/INS navigation perfor-
mance because some terms in the self-calibration model depend on attitudes, 
attitude rates, velocities, and accelerations. As a consequence, the observability 
of INS sensor compensation parameters from GNSS receiver pseudoranges 
depend on host vehicle dynamics. For example, the scale factors of sensors 
with zero input have no influence on the sensor outputs nor on navigation 
errors. This phenomenon was well understood half a century ago, when 
methods were developed for alignment of inertial systems aboard aircraft on 
carrier decks. The roll and pitch of the ship could be measured by the INS on 
the aircraft and compared to the measurements made in the ship’s own INS. 
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However, this approach depends on their being some identifiable pitching and 
rolling. A similar situation arises in “transfer alignment” of inertial systems  
in stand-off weapons attached to aircraft wings, which may require selective 
maneuvering by the host aircraft to make this alignment observable.

The same is true of test conditions used for performance assessment of 
GNSS/INS systems. It is important that performance prediction be evaluated 
on representative trajectories from the intended missions. Systems intended 
for commercial aircraft should be evaluated on representative routes, and 
systems for military applications need to be evaluated under expected mission 
conditions. Each also needs to be evaluated for representative satellite geom-
etries. Transpolar flights, for example, will have distinctively different satellite 
geometries.

The combined influence of host vehicle dynamics on integrated GNSS/INS 
performance can usually be characterized by a representative set of host 
vehicle trajectories, from which we can estimate the expected performance of 
the integrated GNSS/INS system over an ensemble of mission applications.

For example, a representative set of trajectories for a regional passenger jet 
might include several trajectories from gate to gate, including taxiing, takeoff, 
climb-out, cruise, midcourse heading and altitude changes, approach, landing, 
and taxiing. Trajectories with different total distances and headings should 
represent the expected range of applications. These can even be weighted 
according to the expected frequency of use. With such a set of trajectories, one 
can assess expected performances with different INS error characteristics and 
different satellite and pseudolite geometries.

Similarly, for a standoff air-to-ground weapon, an ensemble of trajectories 
with different approach and launch geometries and different target impact 
constraints can be used to evaluate rMS miss distances with GNSS jamming 
at different ranges from the target.

We demonstrated integrated GNSS/INS performance using a simple trajec-
tory simulator, just to show the benefits of GNSS/INS integration. In order to 
quantify the expected performance for a specific application, however, you 
must use your own representative set of trajectories.

12.6 SUMMARY

1. GPS and INS were both developed for worldwide navigation capability, 
and together they have taken that capability to new levels of perfor-
mance that neither approach could have achieved on its own.

2. The payoff in military costs and capabilities had driven development of 
GPS by the Department of Defense of the United States of America.

3. Some of its proponents and developers had foreseen many of the 
markets for GNSS/INS integration, including such applications as auto-
mating field equipment operations for farming and grading.
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4. This insight came from using systems analysis of the integrated naviga-
tor to demonstrate its superior performance, just as we have done in 
this chapter.

5. The integrated system uses a unified navigation model for both types 
of sensors.

6. This model also includes the parameters used for compensating sensor 
output errors.

7. Sensor compensation parameters then become part of the navigation 
solution; that is, they are estimated right along with position and veloc-
ity, using the GNSS receiver pseudoranges and the inertial sensor 
outputs.

8. As a consequence, whenever GNSS signals are unavailable, improved 
accuracy of the sensor compensation parameters results in improved 
INS stand-alone navigation until GNSS signals become available again.

9. This has led to new automated control applications for integrated GNSS/
INS systems, which require inertial sensors for precise and reliable 
operation under dynamic conditions. Integration with GNSS has brought 
the costs and capabilities of the resulting systems to very practical levels. 
The results of integrating inertial systems with GPS has made enormous 
improvements in achievable operational speed and efficiency.

10. GNSS systems architectures continue to change with the addition of 
more systems, more satellites, more signal channels, and more aiding 
systems, and integration-compatible inertial systems are also likely to 
continue to improve as the market expands, driving hardware costs 
further downward. It is a part of the Silicon revolution, harnessing the 
enormous power and low cost of electronic systems to make our lives 
more enjoyable and efficient. As costs continue downward, the poten-
tial applications market continues to expand.

11. The MATLAB® m-files on the accompanying website can be easily 
modified by altering sensor performance parameters for exploring dif-
ferent INS design alternatives. They can also be altered to represent 
new GNSS constellations and signal characteristics, such as two-
frequency methods for reducing atmospheric propagation delay errors.

12. This book is not intended to give you the answer to GNSS/INS integra-
tion. GNSS systems are changing constantly and every INS is unique in 
some way, so that answer is always changing. The purpose of this book 
is to show you how to find that answer yourself.

PROBLEM

12.1 Make a copy of the m-file GNSSINSInt0.m under another name so that 
it can be modified. Modify the renamed m-file to increase and decrease 
each of the following parameters by a factor of 10:
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(a) rMS accelerometer noise

(b) rMS gyro noise

(c) rMS accelerometer bias

(d) rMS accelerometer scale factor

(e) rMS gyro bias.

record the peak CEP during satellite signal outage for each case.

Questions:

(f) Which has the greatest influence on integrated GNSS/INS navigation 
performance?

(g) How linear is the relationship? That is, does rMS navigation perfor-
mance go down by a factor of 10 when any of these is increased by 
a factor of 10?

(h) What does this say about which sensor performance specifications 
might be relaxed?
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A.1 SOFTWARE SOURCES

The MATLAB® m-files on the accompanying website are intended to demon-
strate to the reader how the methods described in this book actually work. 

This is not “commercial grade” software, and it is not intended to be used 
as part of any commercial design process or product implementation software. 
The authors and publisher do not claim that this software meets any standards 
of merchantability, and we cannot assume any responsibility for the results if 
they are used for such purposes.

There is better, more reliable commercial software available for global 
navigation satellite system (GNSS) and inertial navigation system (INS) analy-
sis, implementation, and integration. We have used the MATLAB® INS and 
Global Positioning System (GPS) toolboxes from GPSoft to generate some  
of the figures. There are also other commercial products available for these 
purposes. Many of the providers of such software maintain Internet websites 
describing their products and services, and the interested user is encouraged 
to search the Internet for suitable sources.

Most of the MATLAB® routines referred to in the text are self-documented 
by comments. The following sections contain short descriptions of those men-
tioned in the different chapters. Routines they call are also self-documented.
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A.2 SOFTWARE FOR CHAPTER 3

fBortz.m computes the Bortz “noncommutative rate vector” as a function 
of measured body rates (ω) and cumulative rotation vector (ρ).
Euler2CTMat.m computes the coordinate transformation matrix repre-

sented by Euler angles.
CTMat2Euler.m computes the Euler angles equivalent to a given coordi-

nate transformation matrix.
RotVec2CTMat.m computes the coordinate transformation matrix repre-

sented by a rotation vector.
CTMat2RotVec.m computes the rotation vector represented by a coordi-

nate transformation matrix.
RotVec2Quat.m computes the rotation vector represented by a quaternion.
Quat2RotVec.m computes the quaternion represented by a rotation 

vector.
Quat2CTMat.m computes the coordinate transformation matrix repre-

sented by a quaternion.
CTMat2Quat.m computes the quaternion represented by a coordinate trans-

formation matrix.

A.3 SOFTWARE FOR CHAPTER 4

The MATLAB® script ephemeris.m calculates a GPS satellite position in 
earth-centered, earth-fixed (ECEF) coordinates from its ephemeris parame-
ters. The ephemeris parameters comprise a set of Keplerian orbital parameters 
and describe the satellite orbit during a particular time interval. From these 
parameters, ECEF coordinates are calculated using the equations from the 
text. Note that time t is the GPS time at transmission and tk (tk) in the script 
is the total time difference between time t and the epoch time toe (toe). Kepler’s 
equation for eccentric anomaly is nonlinear in Ek (Ek) and is solved numeri-
cally using the Newton–Raphson method.

The following MATLAB® scripts calculate satellite position for 24 h using 
almanac data on the accompanying website:
GPS_position (PRN#) plots satellite position using PRNs one at a time 

for all satellites.
GPS_position_3D plots satellite position for all PRNs in three dimen-

sions. Use the rotate option in MATLAB® to see the satellite positions from 
the equator, the north pole, the south pole, and so on.
GPS_el_az (PRN#, 33.8825,−117.8833) plots satellite trajectory 

for a PRN from Fullerton, California (GPS laboratory located at California 
State University, Fullerton).

A.4 SOFTWARE FOR CHAPTER 7

The following MATLAB® scripts compute and plot ionospheric delays 
using Klobuchar models:
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Klobuchar_fix plots the ionospheric delays for geostationary earth orbit 
(GEO) stationary satellites for 24 h, such as Anik F1R, GalaxyXV.
Klobuchar (PRN#) plots the ionospheric delays for a satellite specified 

by the argument PRN, when that satellite is visible.
Iono_delay (PRN#) plots the ionospheric delays for a PRN using dual-

frequency data, when a satellite is visible. It uses the pseudorange carrier phase 
data for L1 and L2 signals. Plots are overlaid for comparison.
init _var initializes parameters and variables for GPS_perf.m.
GPS_perf.m performs covariance analysis of the expected performance of 

a GPS receiver using a Kalman filter.
calcH calculates the H matrix for GPS_perf.m.
gdop calculates the geometric dilution of precision (GDOP) for chosen 

constellation for GPS_perf.m.
covar solves the Riccati equation for GPS_perf.m.
plot_covar plots results from GPS_perf.m.

A.5 SOFTWARE FOR CHAPTER 10

osc_ekf.m demonstrates an extended Kalman filter tracking the phase, 
amplitude, frequency, and damping factor of a harmonic oscillator with ran-
domly time-varying parameters.
SchmidtKalmanTest.m compares Schmidt–Kalman filter and Kalman 

filter for GPS navigation with time-correlated pseudorange errors.
shootout.m compares performance of several square root covariance 

filtering methods on an ill-conditioned problem from P. Dyer and S. McReyn-
olds, “Extension of Square-Root Filtering to Include Process Noise,” Journal 
of Optimization Theory and Applications 3, 444–458 (1969).
Joseph, called by shootout.m, implements the “Joseph stabilized” 

Kalman filter.
Josephb, called by shootout.m, implements the “Joseph–Bierman” 

Kalman filter.
Josephdv, called by shootout.m, implements the “Joseph–DeVries” 

Kalman filter.
Potter, called by shootout.m, implements the Potter square-root filter.
Carlson, called by shootout.m, implements the Carlson square-root 

filter.
Bierman, called by shootout.m, implements the Bierman square-root 

filter.
Damp2eval.m evaluates DAMP2 GPS position tracking filters for a range 

of RMS accelerations and acceleration correlation times.
Damp2Params.m generates parameters for the DAMP2 vehicle tracking 

model, based on statistics of the vehicle trajectories.
DAMP3Params.m generates parameters for the DAMP3 vehicle tracking 

model, based on statistics of the vehicle trajectories.
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GPSTrackingDemo.m applies the GPS vehicle tracking filters TYPE2, 
DAMP2, DAMP3, and FIG8 to the same problem (tracking a vehicle moving 
on a figure-eight test track).
Fig 8TrackDemo.m generates a series of plots and statistics of the simu-

lated figure-eight test track trajectory.
Fig 8Mod1D.m simulates the trajectory of a vehicle going around a figure-

eight test track. GPS_exampl.m implements Problem 10.7.

A.6 SOFTWARE FOR CHAPTER 11

Fcore9.m calculates the 9 × 9 dynamic coefficient matrix for the nine 
“core” navigation error variables.
Fcore10Test1.m simulates barometric altimeter damping of INS, using 

the Fcore9 model for INS errors, plus a model for altimeter errors due to 
ambient barometric pressure variations.
DampingTest10part1.m performs covariance analysis of altimeter 

damping vertical channels of INS, using a nine-state model of INS errors, plus 
an altimeter with exponentially correlated bias.
Fcore7.m calculates the 7 × 7 dynamic coefficient matrix for horizontal 

navigation error variables.
Fcore7Test1.m through Fcore7Test7.m use Fcore7.m to perform a 

series of tests to verify the model.
CEPvsSensorNoise.m performs a series of dynamic simulations to char-

acterize INS CEP rate as a function of accelerometer and gyroscope noise.
CEPvsAccComp.m performs a series of dynamic simulations to character-

ize INS CEP rate as a function of accelerometer bias and scale factor com-
pensation errors.

A.7 SOFTWARE FOR CHAPTER 12

Damp2Params.m solves a transcendental equation for alternative param-
eters in the DAMP2 GPS tracking filter.
Damp3Params.m solves a transcendental equation for alternative param-

eters in the DAMP3 GPS tracking filter.
GPSTrackingDemo.m applies the GPS vehicle tracking filters TYPE2, 

DAMP2, DAMP3, and FIG8 to the same problem (tracking a vehicle moving 
on a figure-eight test track).
Fig 8TrackDemo.m generates a series of plots and statistics of the simu-

lated figure-eight test track trajectory.
HorizINSperfModel.m calculates INS error model parameters as a func-

tion of CEP rate.
GPSINSwGPSpos.m simulates GPS/INS loosely coupled integration using 

only standard GPS and INS output position values.
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GPSI NSwPRs.m simulates GPS/INS tightly coupled integration using GPS 
pseudoranges and INS position outputs.

A.8 ALMANAC/EPHEMERIS DATA SOURCES

All ephemerides are for GPS satellites, which have been the only sources at 
times. Several ephemeris sources are used for generating satellite positions as 
a function of time. Some are m-files with right ascensions, arguments of perigee, 
and satellite angles stored in matrices. These were downloaded from govern-
ment sources listed in the comments. For example,
YUMAdata.m loads GPS almanac data from the U.S. Coast Guard website 

for GPS almanacs for Wednesday, March 08, 2006 10:48 a.m., converts to arrays 
of right ascension and phase angles for 29 satellites (used by Damp2eval.m).

In addition, more recent downloads from the U.S. Coast Guard website 
have been downloaded in ASCII, converted to MATLAB® arrays of right 
ascension and the sum of argument of perigee and satellite angle, and con-
verted to “.dat” files using the MATLAB® save command. Two of these are 
named RA.dat (right ascensions) and PA.dat (perigee angle plus satellite 
angle). The sum of perigee angle and satellite angle represents the satellite 
location with respect to the south-to-north equatorial plane crossing at the 
time the prime meridian is at the vernal equinox.

The MATLAB® script FetchYUMAdata.m converts ASCII files down-
loaded from the U.S. Coast Guard website, which you can use to obtain more 
recent ephemerides. The ASCII file YUMAdata.txt was downloaded from 
this website on July 7, 2012 and was used for creating the files RA.dat and 
PA.dat on the accompanying website. See the file YUMAdata.txt for 
an example of the data downloaded. Instructions for navigating the Coast 
Guard website http://www.navcen.uscg.gov/?pageName=gpsAlmanacs to 
download the current GPS almanac are given in the comments at the end of 
YUMAdata.txt.

http://www.navcen.uscg.gov/?pageName=gpsAlmanacs
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Navigation makes use of coordinates that are natural to the problem at hand: 
inertial coordinates for inertial navigation, orbital coordinates for global navi-
gation satellite system (GNSS) navigation, and earth-fixed coordinates for 
representing locations on the earth.

The principal coordinate systems used, and the transformations between 
these different coordinate systems, are summarized in this appendix. These are 
primarily Cartesian (orthogonal) coordinates, and the transformations between 
them can be represented by orthogonal matrices. However, the coordinate 
transformations can also be represented by rotation vectors or quaternions, 
and all representations are used in the derivations and implementation of 
GNSS/inertial navigation system (INS) integration.

B.1 COORDINATE TRANSFORMATION MATRICES

B.1.1 Notation

We use the notation CTO
FROM to denote a coordinate transformation matrix from 

one coordinate frame (designated by “FROM”) to another coordinated frame 
(designated by “TO”). For example,
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CENU
ECI  denotes the coordinate transformation matrix from earth-centered 

inertial (ECI) coordinates (Section B.2.2) to earth-fixed, locally level, east–
north–up (ENU) coordinates (Section B.7.2).

CNED
RPY  denotes the coordinate transformation matrix from vehicle body-fixed 

roll–pitch–yaw (RPY) coordinates (Section B.3.8) to earth-fixed north–east–
down (NED) coordinates (Section B.3.7.2).

B.1.2 Definitions

What we mean by a coordinate transformation matrix is that if a vector v has 
the representation

 v =
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v
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in XYZ coordinates and the same vector v has the alternative 
representation
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in UVW coordinates, then
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UVW ,  (B.3)

where XYZ and UVW stand for any two Cartesian coordinate systems in 
three-dimensional space.

B.1.3 Unit Coordinate Vectors

The components of a vector in either coordinate system can be expressed in 
terms of the vector components along unit vectors parallel to the respective 
coordinate axes. For example, if one set of coordinate axes is labeled X, Y, and 
Z, and the other set of coordinate axes is labeled U, V, and W, then the same 
vector v can be expressed in either coordinate frame as

 v 1 1 1= + +v v vx x y y z z

� � �
 (B.4)

 = + +v v vu u v v w w

� � �
1 1 1 ,  (B.5)
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where

• the unit vectors 
�
1x, 
�
1y, and 

�
1z are along the XYZ axes;

• the scalars vx, vy, and vz are the respective components of v along the XYZ 
axes;

• the unit vectors 
�
1u, 
�
1v, and 

�
1w are along the UVW axes; and

• the scalars vu, vv, and vw are the respective components of v along the 
UVW axes.

B.1.4 Direction Cosines

The respective components can also be represented in terms of dot products 
of v with the various unit vectors,

 v v v vx x
T

u x
T

u v x
T

v w x
T

w= = + +
� � � � � � �
1 v 1 1 1 1 1 1  (B.6)

 v v v vy y
T

u y
T

u v y
T

v w y
T

w= = + +
� � � � � � �
1 v 1 1 1 1 1 1  (B.7)

 v v v vz z
T

u z
T

u v z
T

v w z
T

w= = + +
� � � � � � �
1 v 1 1 1 1 1 1 ,  (B.8)

which can be represented in matrix form as
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def

XYZ
UVWC
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w

,  (B.10)

which defines the coordinate transformation matrix CXYZ
UVW from UVW to XYZ 

coordinates in terms of the dot products of unit vectors. However, dot products 
of unit vectors also satisfy the cosine rule:

 v w v w ab
T = ( )cos ,θ  (B.11)

where θab is the angle between the vectors v and w. For unit vectors, this has 
the form

 
� �
1 1a b ab

T = ( )cos ,θ  (B.12)



APPENDIX B 503

where θab is the angle between 
�
1a and 

�
1b. As a consequence, the coordinate 

transformation matrix can also be written in the form

 CXYZ
UVW =

( ) ( ) ( )
( ) ( ) ( )

cos cos cos

cos cos cos

co

θ θ θ
θ θ θ

xu xv xw

yu yv yw

ss cos cos

,

θ θ θzu zv zw( ) ( ) ( )

















 (B.13)

which is why coordinate transformation matrices are also called direction 
cosine matrices.

B.1.5 Composition of Coordinate Transformations

Coordinate transformation matrices satisfy the composition rule

 C C CC
B

B
A

C
A= ,

where A, B, and C represent different coordinate frames.

B.2 INERTIAL REFERENCE DIRECTIONS

Celestial reference directions were established when the earth was thought to 
be the center of the universe, with the sun, stars, and planets revolving around 
it. The apparent rotation axis of the stars, the North Pole was adopted as a 
reference direction. A second reference was defined by the apparent direction 
from Earth to its sun when the sun appeared to be crossing the equatorial 
plane (the plane orthogonal to the earth’s polar axis), entering the northern 
hemisphere. This happens at the time of year we call the vernal equinox, which 
usually occurs around March 21–23.

These are less-than-perfect choices for inertial directions, however. The 
inertial direction of the rotation axis of Earth precesses around a cone with 
angular radius of about 23.5°, and with a period of about 25,772 years. The 
inertial rotation rate of this supposedly fixed reference direction is around 
1.6 × 10−6 deg/h. The primary cause is the torque on the earth due to the 
gravity gradients from the sun and moon acting on the earth’s equatorial bulge. 
There are other, less predictable variations in the inertial direction of the 
earth’s spin axis from such sources as the angular momentum in storms and 
ocean currents, or changes in the density distribution of Earth due to tectonic 
events and global warming. These effects have timescales ranging from days 
to millenia.

Variations in the defined inertial directions are usually corrected by  
giving a particular date and time for the assumed value of the mean equatorial 
plane.
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A third orthogonal coordinate axis can be defined by the cross product of 
the first two, such that the three axes define a right-handed orthogonal coor-
dinate system. A heliocentric view of these directions is illustrated in Fig. B.1.

The orbital plane of Earth around the sun (once considered heretical) is 
called the ecliptic. The vernal equinox direction is parallel to the intersection 
of the ecliptic and the equatorial plane of the earth.

B.3 APPLICATION-DEPENDENT COORDINATE SYSTEMS

Although we are concerned exclusively with coordinate systems in the three 
dimensions of the observable world, there are many ways of representing a 
location in that world by a set of coordinates. The coordinates presented here 
are those used in navigation with GNSS and/or INS.

B.3.1 Cartesian and Polar Coordinates

René Descartes (1596–1650) introduced the idea of representing points in 
three-dimensional space by a triplet of coordinates, called “Cartesian coordi-
nates,” in his honor. They are also called “Euclidean coordinates.” The Carte-
sian coordinates (x, y, z) and polar coordinates (θ, ϕ, r) of a common reference 
point, as illustrated in Fig. B.2, are related by the equations

 x r= cos( )cos( )θ φ  (B.14)

 y r= sin( )cos( )θ φ  (B.15)

 z r= sin( )φ  (B.16)

 r x y z= + +2 2 2  (B.17)

Fig. B.1 Earth-centered inertial (ECI) coordinates.
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 φ π φ π= 



 − ≤ ≤ +arcsin ( )

z
r

/ /2 2  (B.18)

 θ π θ π= 



 − < ≤ +arctan ( ),

y
x

 (B.19)

with the angle θ (in radians) undefined if ϕ = ±π/2.

B.3.2 Celestial Coordinates

Similar to ECI coordinates, the “celestial sphere” is a quasi-inertial polar 
coordinate system referenced to the polar axis of the earth and the vernal 
equinox. The prime meridian of the celestial sphere is fixed to the vernal 
equinox. Polar celestial coordinates are right ascension (RA) (the celestial 
analog of longitude, measured eastward from the vernal equinox) and declina-
tion (the celestial analog of latitude), as illustrated in Fig. B.3. Because the 
celestial sphere is used primarily as a reference for direction, no origin needs 
to be specified.

The RA is zero at the vernal equinox and increases eastward (in the direc-
tion the earth turns). The units of RA can be radian, degree, or hour (with 
15 deg/h as the conversion factor).

By convention, declination is zero in the equatorial plane and increases 
toward the North Pole, with the result that celestial objects in the northern 
hemisphere have positive declinations. Its units can be degree or radian.

B.3.3 Satellite Orbit Coordinates

Johannes Kepler (1571–1630) discovered the geometrical shapes of the orbits 
of planets, and the minimum number of parameters necessary to specify an 
orbit (called “Keplerian” parameters). Keplerian parameters used to specify 

Fig. B.2 Cartesian and polar coordinates.
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GNSS satellite orbits in terms of their orientations relative to the equatorial 
plane and the vernal equinox (defined Section B.2.1 and illustrated in Fig. B.1) 
include

• The RA of the ascending node and orbit inclination, specifying the ori-
entation of the orbital plane with respect to the vernal equinox and 
equatorial plane, as illustrated in Fig. B.4:
– RA is defined in Section B.3.2 and shown in Fig. B.3.

Fig. B.4 Keplerian parameters for satellite orbit.

Fig. B.3 Celestial coordinates.
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– The intersection of the orbital plane of a satellite with the equatorial 
plane is called its “line of nodes,” where the “nodes” are the two inter-
sections of the satellite orbit with this line. The two nodes are dubbed 
“ascending1” (i.e., ascending from the southern hemisphere to the northern 
hemisphere) and “descending.” The right ascension of the ascending 
node (RAAN) is the angle in the equatorial plane from the vernal 
equinox to the ascending node, measured counterclockwise as seen 
looking down from the North Pole direction.

– Orbital inclination is the dihedral angle between the orbital plane and 
the equatorial plane. It ranges from 0° (orbit in equatorial plane) to 90° 
(polar orbit).

• Semimajor axis a and semiminor axis b (defined in Section B.3.5.4 and 
illustrated in Fig. B.6), specifying the size and shape of the elliptical orbit 
within the orbital plane

• Orientation of the ellipse within its orbital plane, specified in terms of the 
“argument of perigee,” the angle between the ascending node and the 
perigee of the orbit (closest approach to Earth), as illustrated in Fig. B.4

• Position of the satellite relative to perigee of the elliptical orbit, specified 
in terms of the angle from perigee—called the “argument of latitude” or 
“true anomaly,” both illustrated in Fig. B.4.

For computer simulation demonstrations, GNSS satellite orbits can usually be 
assumed to be circular with radius a = b = R = 26,560 km and inclined at 55° 
to the equatorial plane. This eliminates the need to specify the orientation of 
the elliptical orbit within the orbital plane. (The argument of perigee becomes 
overly sensitive to orbit perturbations when eccentricity is close to zero.)

B.3.4 ECI Coordinates

The ECI coordinates illustrated in Fig. B.1 are the favored inertial coordinates 
in the near-earth environment. The origin of ECI coordinates is at the center 
of gravity of the earth, with axis directions

x, in the direction of the vernal equinox;
z, parallel to the rotation axis (north polar axis) of the earth; and
y, an additional axis to make this a right-handed orthogonal coordinate 

system, as illustrated in Fig. B.1.

The equatorial plane of the earth is also the equatorial plane of ECI coordi-
nates, but the earth itself is rotating relative to the vernal equinox at its sidereal 

1The astronomical symbol for the ascending node is °
∩
°, often read as “earphones.”
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rotation rate of about 7,292,115,167 × 10−14 rad/s, or about 15.04109 deg/h, as 
illustrated in Fig. B.5.

B.3.5 Earth-Centered, Earth-Fixed (ECEF) Coordinates

ECEF coordinates have the same origin (earth center) and third (polar)  
axis as ECI coordinates, but rotate with the earth—as shown in Fig. B.5.  
As a consequence, ECI and ECEF longitudes differ only by a function of  
time.

B.3.5.1  Longitudes  in  ECEF  Coordinates  Longitudes in ECEF coordi-
nates are measured east (+) and west (−) from the prime meridian passing 
through the principal transit instrument at the observatory at Greenwich, 
United Kingdom, a convention adopted by 41 representatives of 25 nations at 
the International Meridian Conference, held in Washington, DC, in October 
of 1884.

B.3.5.2  Latitudes  in  ECEF  Coordinates  Latitudes are measured with 
respect to the equatorial plane, but there is more than one kind of “latitude” 
on the planet.

Geocentric latitude would be measured as the angle between the equatorial 
plane and a line from the reference point to the center of the earth, but this 
angle could not be determined accurately (before GNSS) without running a 
transit survey over vast distances.

The angle between the pole star and the local gravitational vertical direc-
tion can be measured more readily, and that angle is more closely approxi-

Fig. B.5 ECI and ECEF coordinates.
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mated as geodetic latitude. There is yet a third latitude (parametric latitude) 
that is useful in analysis. These alternative latitudes are defined in the following 
subsections.

B.3.5.3  Latitude on an Ellipsoidal Earth  Geodesy is the study of the size 
and shape of the earth, and the establishment of physical control points defin-
ing the origin and orientation of coordinate systems for mapping the earth. 
Earth-shape models are very important for navigation using either GNSS or 
INS, or both. INS alignment is with respect to the local vertical, which does 
not generally pass through the center of the earth. That is because the earth 
is not spherical and it is rotating.

At different times in history, the earth has been regarded as being flat (first-
order approximation), spherical (second-order), and ellipsoidal (third-order). 
The third-order model is an ellipsoid of revolution, with its shorter radius at 
the poles and its longer radius at the equator.

B.3.5.4  Parametric Latitude  For geoids based on ellipsoids of revolution, 
every meridian is an ellipse with equatorial radius a (also called “semimajor 
axis”) and polar radius b (also called “semiminor axis”). If we let z be the 
Cartesian coordinate in the polar direction and xMERIDIONAL be the equatorial 
coordinate in the meridional plane, as illustrated in Fig. B.6, then the equation 
for this ellipse will be

 x
a

z
b

MERIDIONAL
2

2

2

2
1+ =  (B.20)

Fig. B.6 Geocentric, parametric, and geodetic latitudes in meridional plane.
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1 2 2= ( ) + ( )cos sinφ φPARAMETRIC PARAMETRIC  (B.21)
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that is, a parametric solution for the ellipse is

 x aMERIDIONAL PARAMETRIC= ( )cos φ  (B.24)

 z b= ( )sin ,φPARAMETRIC  (B.25)

as illustrated in Fig. B.6. Although the parametric latitude ϕPARAMETRIC has no 
physical significance, it is quite useful for relating geocentric and geodetic lati-
tude, which do have physical significance.

B.3.5.5  Geodetic  Latitude  Geodetic latitude is defined as the elevation 
angle above (+) or below (−) the equatorial plane of the normal to the ellip-
soidal surface. This direction can be defined in terms of the parametric latitude 
because it is orthogonal to the meridional tangential direction.

The vector tangential to the meridian will be in the direction of the deriva-
tive to the elliptical equation solution with respect to parametric latitude:
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and the meridional normal direction will be orthogonal to it, or
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as illustrated in Fig. B.5.
The tangent of geodetic latitude is then the ratio of the z and x components 

of the surface normal vector, or
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 = ( )a
b
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from which, using some standard trigonometric identities,
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The inverse relationship is

 tan tan ,φ φPARAMETRIC GEODETIC( ) = ( )b
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from which, using the same trigonometric identities as before,
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and the 2D X-Z Cartesian coordinates in the meridional plane of a point on 
the geoid surface will be

 x aMERIDIONAL PARAMETRIC= ( )cos φ  (B.40)
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in terms of geodetic latitude.
Equations B.41 and B.43 apply only to points on the geoid surface. Ortho-

metric height h above (+) or below (−) the geoid surface is measured along 
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the surface normal, so that the X-Z coordinates for a point with altitude h 
will be

 x h
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In 3D ECEF coordinates, with X-axis passing through the equator at the prime 
meridian (at which longitude θ = 0),

x xECEF MERIDIONAL= cos( )θ   (B.46)

= ( ) × +
( ) +

cos( )cos
cos sin

θ φ
φ φ

GEODETIC

GEODETIC GEODETI

h
a

a b

2

2 2 2 2
CC( )












 

(B.47)

y xECEF MERIDIONAL= sin( )θ   (B.48)
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in terms of geodetic latitude ϕGEODETIC, longitude θ, and orthometric altitude 
h with respect to the reference geoid.

The inverse transformation, from ECEF XYZ to geodetic longitude–
latitude–altitude coordinates, is

 θ = ( )a ECEF ECEFtan ,2 y x  (B.51)

 φ ζ ξ ζGEODETIC ECEFa /= + −( )tan sin ( ) , cos ( )2 2 2 3 2 3z e a b e a  (B.52)

 h
R

=
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ξ
φcos

,
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 (B.53)
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where

 ζ ξ= ( )atan ECEF2 az b,  (B.54)

 ξ = +x yECEF ECEF
2 2  (B.55)

 R
a

e
T =

− ( )1 2 2sin
,

φ
 (B.56)

where RT is the transverse radius of curvature on the ellipsoid, a is the equato-
rial radius, b is the polar radius, and e is elliptical eccentricity.

B.3.5.6  WGS84 Reference Geoid Parameters  There are several reference 
geoids used throughout the world, each with its own set of parameters. The 
one commonly used throughout the book has the following parameters:

Semi-Major Axis (Equatorial Radius)..6378137.0..............meters
Semi-Minor Axis (Polar Radius).......6356752.3142...........meters
Flattening...........................0.0033528106718309896...unitless
Inverse Flattening...................298.2572229328697......unitless
First Eccentricity...................0.08181919092890624....unitless
First Eccentricity Squared...........0.006694380004260827...unitless
Second Eccentricity..................0.08209443803685366....unitless
Second Eccentricity Squared..........0.006739496756586903...unitless

B.3.5.7  Geocentric Latitude  For points on the geoid surface, the tangent 
of geocentric latitude, is the ratio of distance above (+) or below (−) the equator 
(z = b sin(ϕPARAMETRIC)) to the distance from the polar axis (xMERIDIONAL = a 
cos(ϕPARAMETRIC)), or
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from which, using the same trigonometric identities as were used for geodetic 
latitude,
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The inverse relationships are
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from which, using the same trigonometric identities again,
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B.3.5.8  Geocentric Radius  Geocentric radius RGEOCENTRIC is the distance 
to the center of the earth. As a function of geodetic latitude ϕGEODETIC,

 R
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φ φ
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( ) + ( )2 2 2 2
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.
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B.3.6 Ellipsoidal Radius of Curvature

The radius of curvature on the reference ellipsoidal surface is what determines 
how geodetic longitude and latitude change with distance traveled over the 
surface. It is generally different in different directions, except at the poles.  
At other places, it is specified by two different values, corresponding to two 
directions.
Meridional radius of curvature is measured in the north–south direction2:

 R
ab

a b
M

GEODETIC GEODETIC

= ( )
( ) + ( ] )

2

2 2 3 2
cos sin

./
φ φ

 (B.75)

Transverse radius of curvature is measured in the east–west direction. It is 
defined by the angular rate of the local vertical about the north direction as a 
function of east velocity:

 ωN
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2
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B.3.7 Local Tangent Plane (LTP) Coordinates

LTP coordinates, also called “locally level coordinates,” are a return to the 
first-order model of the earth as being flat, where they serve as local reference 
directions for representing vehicle attitude and velocity for operation on or 
near the surface of the earth. A common orientation for LTP coordinates  
has one horizontal axis (the north axis) in the direction of increasing latitude 
and the other horizontal axis (the east axis) in the direction of increasing 
longitude—as illustrated in Fig. B.7.

Fig. B.7 ENU coordinates.

2The direction measured ∼240 BCE by the Greek polymath Aristophanes (∼276–195 BCE).
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Horizontal location components in this local coordinate frame are called 
“relative northing” and “relative easting.”

B.3.7.1  Alpha  Wander  Coordinates  Maintaining east–north orientation 
was a problem for some INSs at the poles, where north and east directions 
change by 180°. Early gimbaled inertial systems could not slew the platform 
axes fast enough for near-polar operation. This problem was solved by letting 
the platform axes “wander” from north, but keeping track of the angle α 
between north and a reference platform axis, as shown in Fig. B.8. This LTP 
orientation came to be called “alpha wander.”

B.3.7.2  ENU/NED Coordinates  ENU and NED are two common right-
handed LTP coordinate systems. ENU coordinates may be preferred to NED 
coordinates because altitude increases in the upward direction. But NED coor-
dinates may also be preferred over ENU coordinates because the direction of 
a right (clockwise) turn is in the positive direction with respect to a downward 
axis, and NED coordinate axes coincide with vehicle-fixed RPY coordinates 
(Section B.3.8) when the vehicle is level and headed north.

The coordinate transformation matrix CNED
ENU from ENU to NED coordinates 

and the transformation matrix CENU
NED from NED to ENU coordinates are one 

and the same:

 C CNED
ENU

ENU
NED= =

−

















0 1 0

1 0 0

0 0 1

.  (B.78)

B.3.7.3  ENU/ECEF Coordinates  The unit vectors in local east, north, and 
up directions, as expressed in ECEF Cartesian coordinates, will be

Fig. B.8 Alpha wander coordinates.
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and the unit vectors in the ECEF X, Y, and Z directions, as expressed in ENU 
coordinates, will be
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B.3.7.4  NED/ECEF Coordinates  It is more natural in some applications 
to use NED directions for locally level coordinates. This coordinate system 
coincides with vehicle-body-fixed RPY coordinates (shown in Fig. B.9) when 
the vehicle is level headed north. The unit vectors in local north, east, and down 
directions, as expressed in ECEF Cartesian coordinates, will be

Fig. B.9 Roll–pitch–yaw axes.
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and the unit vectors in the ECEF X, Y, and Z directions, as expressed in NED 
coordinates, will be
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B.3.8 RPY Coordinates

RPY coordinates are vehicle fixed, with the roll axis in the nominal direction 
of motion of the vehicle, the pitch axis out the right-hand side, and the yaw 
axis such that turning to the right is positive, as illustrated in Fig. B.9. The same 
orientations of vehicle-fixed coordinates are used for surface ships and ground 
vehicles. They are also called “SAE coordinates” because they are the standard 
body-fixed coordinates used by the Society of Automotive Engineers.

For rocket boosters with their roll axes vertical at liftoff, the pitch axis is 
typically defined to be orthogonal to the plane of the boost trajectory (also 
called the “pitch plane” or “ascent plane”).

B.3.9 Vehicle Attitude Euler Angles

The attitude of the vehicle body with respect to local coordinates can be speci-
fied in terms of rotations about the vehicle roll, pitch, and yaw axes, starting 
with these axes aligned with NED coordinates. The angles of rotation about 
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each of these axes are called Euler angles, named for the Swiss mathematician 
Leonard Euler (1707–1783). It is always necessary to specify the order of rota-
tions when specifying Euler (rhymes with “oiler”) angles.

A fairly common convention for vehicle attitude Euler angles is illustrated 
in Fig. B.10, where, starting with the vehicle level with roll axis pointed north,

1. Yaw/Heading. Rotate through the yaw angle (Y) about the vehicle yaw 
axis to the intended azimuth (heading) of the vehicle roll axis. Azimuth 
is measured clockwise (east) from north.

2. Pitch. Rotate through the pitch angle (P) about the vehicle pitch axis to 
bring the vehicle roll axis to its intended elevation. Elevation is measured 
positive upward from the local horizontal plane.

3. Roll. Rotate through the roll angle (R) about the vehicle roll axis to 
bring the vehicle attitude to the specified orientation.

Euler angles are redundant for vehicle attitudes with 90° pitch, in which case 
the roll axis is vertical. In that attitude, heading changes also rotate the vehicle 
about the roll axis. This is the attitude of most rocket boosters at liftoff. Some 
boosters can be seen making a roll maneuver immediately after liftoff to align 
their yaw axes with the launch azimuth in the ascent plane. This maneuver 
may be required to correct for launch delays on missions for which launch 
azimuth is a function of launch time.

B.3.9.1  RPY/ENU  Coordinates  With vehicle attitude specified by yaw 
angle (Y), pitch angle (P), and roll angle (R) as specified above, the resulting 
unit vectors of the roll, pitch, and yaw axes in ENU coordinates will be
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Fig. B.10 Vehicle Euler angles.
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the unit vectors of the east, north, and up axes in RPY coordinates will be
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and the coordinate transformation matrix from RPY coordinates to ENU 
coordinates will be

 C 1 1 1
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where

 S RR = sin( )  (B.99)

 C RR = cos( )  (B.100)

 S PP = sin( )  (B.101)

 C PP = cos( )  (B.102)

 S YY = sin( )  (B.103)

 C YY = cos( ).  (B.104)
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B.3.10 GNSS Navigation Coordinates

The principal coordinate systems used in GNSS navigation in the terrestrial envi-
ronment are shown in Figs. B.7 (ENU, for local terrestrial navigation), B.11 (ECEF, 
for global terrestrial navigation), and B.12 (satellite orbital position with respect 
to polar ECI coordinates).

The parameter Ω in Fig. B.12 is the right ascension of the ascending node 
(RAAN), the ECI longitude where the orbital plane intersects the equatorial 
plane as the satellite crosses from the southern hemisphere to the northern 
hemisphere. The orbital plane is specified by Ω and α, the inclination of the 
orbit plane with respect to the equatorial plane (α ≈ 55° for GPS satellite 
orbits). The θSAT parameter in the figure represents the location of the satellite 
within the orbit plane, as the angular phase in the circular orbit with respect 
to ascending node.

For GNSS satellite orbits, the satellite angle θSAT changes at a nearly constant 
rate of about 1.4584 × 10−4 rad/s and for a period of about 43,082 s (half a day).

The nominal satellite position in ECEF coordinates is then

x R= −[ ]cos cos sin sin cosθ θ αSAT SATΩ Ω  (B.105)

y R= +[ ]cos sin sin cos cosθ θ αSAT SATΩ Ω  (B.106)

z R= sin sinθ αSAT  (B.107)

Fig. B.11 Pseudorange between satellite and observer.
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θ θSAT = + −0 0
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R = 26 560 000, , .m  (B.110)

GNSS satellite positions in the transmitted navigation message are typically 
specified in the ECEF Coordinate System of WGS84. Additionally, a locally 
level east-north-up (ENU) reference coordinate system (described in Section 
B.3.7) is used by an observer located on Earth (see Fig. B.7):

X X SENU ENU
ECEF

ECEF ENU= +C

CENU
ECEF coordinate transformation matrix from ECEF to ENU=

SENU coordinate origin shift vector from ECEF to local ENU= ,,  

 in ENU coordinates
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X Y ZU U U user’s position in ECEF coordinates, , =

θ = local geodetic longitude

φ = local geodetic latitude.

Fig. B.12 Satellite orbital coordinates.
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B.4 COORDINATE TRANSFORMATION MODELS

Coordinate transformations are methods for transforming a vector represented 
in one coordinate system into the appropriate representation in another coor-
dinate system. These coordinate transformations can be represented in a 
number of different ways, each with its advantages and disadvantages.

These transformations generally involve translations (for coordinate systems 
with different origins) and rotations (for Cartesian coordinate systems with 
different axis directions) or transcendental transformations (between Carte-
sian and polar or geodetic coordinates). The transformations between  
Cartesian and polar coordinates have already been discussed in Section B.3.1 
and translations are rather obvious, so we will concentrate on the rotations.

B.4.1 Euler Angles

Euler (rhymes with “oiler”) angles were used for defining vehicle attitude in 
Section B.3.9, and vehicle attitude representation is a common use of Euler 
angles in navigation.

Euler angles are used to define a coordinate transformation in terms of a 
set of three angular rotations, performed in a specified sequence about three 
specified orthogonal axes, to bring one coordinate frame to coincide with 
another. The coordinate transformation from RPY coordinates to NED coor-
dinates, for example, can be composed from three Euler rotation matrices
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where the matrix elements are defined in Eq. B.99–B.104. This matrix also rotates 
the NED coordinate axes to coincide with RPY coordinate axes. (Compare 
this with the transformation from RPY to ENU coordinates in Eq. B.98.)

For example, the coordinate transformation for nominal booster rocket 
launch attitude (roll axis straight up) would be given by Eq. B.112 with pitch 
angle P = π/2 (CP = 0, SP = 1), which becomes
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− −
− − −
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that is, the coordinate transformation in this attitude depends only on the dif-
ference between roll angle (R) and yaw angle (Y). Euler angles are a concise 
representation for vehicle attitude. They are handy for driving cockpit displays 
such as compass cards (using Y) and artificial horizon indicators (using R and 
P), but they are not particularly handy for representing vehicle attitude dynam-
ics. The reasons for the latter include

• Euler angles have discontinuities analogous to “gimbal lock” when the 
vehicle roll axis is pointed upward, as it is for launch of many rockets. In 
that orientation, tiny changes in vehicle pitch or yaw cause ±180° changes 
in heading angle. For aircraft, this creates a slewing rate problem for 
electromechanical compass card displays.

• The relationships between sensed body rates and Euler angle rates are 
mathematically complicated.

B.4.2 Rotation Vectors

All right-handed orthogonal coordinate systems with the same origins in three 
dimensions can be transformed one onto another by single rotations about 
fixed axes. The corresponding rotation vectors relating two coordinate systems 
are defined by the direction (rotation axis) and magnitude (rotation angle) of 
that transformation.

For example, the rotation vector for rotating ENU coordinates to NED 
coordinates (and vice versa) is

 
�
r NED

ENU

/

/=



















π

π

2

2

0

,  (B.113)

which has magnitude 
�
r NED

ENU = π  (180°) and direction north–east, as illustrated 
in Fig. B.13. In transforming between ENU coordinates to NED coordinates, 
note that the transformation represents a change in coordinates, not a physical 
rotation of anything else. North is still north, but changes between being the 
second component to the first component. Up is still up, it is just that down is 
now the direction of the third component.

The rotation vector is another minimal representation of a coordinate trans-
formation, along with Euler angles. Like Euler angles, rotation vectors are 
concise but also have some drawbacks:

1. It is not a unique representation, in that adding multiples of ±2π to the 
magnitude of a rotation vector has no effect on the transformation it 
represents.

2. It is a nonlinear and rather complicated representation, in that the result 
of one rotation followed by another is a third rotation, the rotation 
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vector for which is a fairly complicated function of the first two rotation 
vectors.

But, unlike Euler angles, rotation vector models do not exhibit “gimbal lock.”

B.4.2.1  Rotation Vector to Matrix  The rotation represented by a rotation 
vector

 
�
r =

















ρ
ρ
ρ

1
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3

 (B.114)

can be implemented as multiplication by the matrix
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Fig. B.13 Rotation from ENU to NED coordinates.
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 θ =
def �

r  (B.119)
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;  (B.120)

that is, for any three-rowed column vector v, C v
�
r( )  rotates it through an angle 

of 
�
r  radians about the vector 

�
r.

The form of the matrix in Eq. B.1183 is better suited for computation when 
θ ≈ 0, but the form of the matrix in Eq. B.117 is useful for computing sensitivi-
ties using partial derivatives.

For example, the rotation vector 
�
r NED

ENU in Eq. B.113 transforming between 
ENU and NED has magnitude and direction,

 θ π θ θ= = = −(sin( ) , cos( ) )0 1
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respectively, and the corresponding rotation matrix
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transforms from ENU to NED coordinates. (Compare this result to Eq. B.78.) 
Because coordinate transformation matrices are orthogonal matrices and the 
matrix CNED

ENU is also symmetric, CNED
ENU is its own inverse; that is,

3Linear combinations of the sort a a a T
1 3 3 2 3I 1 1 1× + ⊗  +

� � �
ρ ρ ρ , where u is a unit vector, form a 

subalgebra of 3 × 3 matrices with relatively simple rules for multiplication, inversion, and so on.
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 C CNED
ENU

ENU
NED= .  (B.121)

B.4.2.2  Matrix to Rotation Vector  Although there is a unique coordinate 
transformation matrix for each rotation vector, the converse is not true. Adding 
multiples of 2π to the magnitude of a rotation vector has no effect on the 
resulting coordinate transformation matrix. The following approach yields a 
unique rotation vector with magnitude 

�
r ≤ π .

The trace tr(C) of a square matrix M is the sum of its diagonal values. For 
the coordinate transformation matrix of Eq. B.117,

 tr C
�
r( )( ) = +1 2cos( ),θ  (B.122)

from which the rotation angle

�
r = θ  (B.123)

=
( )( ) −



arccos ,

tr C
�
r 1
2

 (B.124)

a formula which will yield a result in the range 0 < θ < π, but with poor fidelity 
near where the derivative of the cosine equals zero at θ = 0 and θ = π.

The values of θ near θ = 0 and θ = π can be better estimated using the sine 
of θ, which can be recovered using the antisymmetric part of C

�
r( ),
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−
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from which the vector
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will have magnitude

 a a a32
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13
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and the same direction as 
�
r. As a consequence, one can recover the magnitude 

θ of 
�
r from

 θ = + +
( )( ) −



atan

tr
2

1
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32
2

13
2

21
2a a a , ,

C
�
r

 (B.130)

using the MATLAB® function atan2, and then the rotation vector 
�
r as
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r =

















θ
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32

13
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 (B.131)

when 0 < θ < π.

B.4.2.3  Special Cases  for  sin(θ) ≈ 0  For θ ≈ 0, 
�
r ≈ 0, although Eq. B.131 

may still work adequately for θ > 10−6, say.
For θ ≈ π, the symmetric part of C

�
r( ),
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and the unit vector
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satisfies
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which can be solved for a unique u by assigning uk > 0 for
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;  (B.139)

then, depending on whether k = 1, k = 2 or k = 3,
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and
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.  (B.141)

B.4.2.4  Time Derivatives of Rotation Vectors  The mathematical relation-
ships between rotation rates ωk and the time derivatives of the corresponding 
rotation vector 

�
r  are fairly complicated, but they can be derived from Eq. 

B.226 for the dynamics of coordinate transformation matrices.
Let 
�
r ENU be the rotation vector represented in earth-fixed ENU coordinates 

that rotates earth-fixed ENU coordinate axes into vehicle body-fixed RPY 
axes, and let C

�
r( ) be the corresponding rotation matrix, so that, in ENU 

coordinates
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 C CENU
RPY

 ENU= ( )�
r ;  (B.143)

that is, C
�
r ENU( ) is the coordinate transformation matrix from RPY coordi-

nates to ENU coordinates. As a consequence, from Eq. B.226,
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where
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is the vector of inertial rotation rates of the vehicle body, expressed in RPY 
coordinates, and
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wENU
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ω
ω
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 (B.148)
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is the vector of inertial rotation rates of the ENU coordinate frame, expressed 
in ENU coordinates.

The 3 × 3 matrix Eq. B.146 is equivalent to nine scalar equations:
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These nine scalar linear equations can be put into matrix form and solved in 
least-squares fashion as
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The matrix product LTL will always be invertible because its determinant
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and the resulting equation for �r ENU can be put into the form
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The 3 × 6 matrix ∂ ∂�
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r w  can be partitioned as
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with 3 × 3 submatrices
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For locally leveled gimbaled systems, 
� �
wRPY = 0 ; that is, the gimbals normally 

keep the accelerometer axes aligned to the ENU or NED coordinate axes, a 
process which is modeled by 

�
wENU alone.

B.4.2.5  Time Derivatives of Matrix Expressions  The Kalman filter imple-
mentation for integrating GNSS with a strapdown INS in Chapter 8 will 
require derivatives with respect to time of the matrices
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We derive here a general-purpose formula for taking such derivatives and then 
apply it to these two cases.

General Formulas There is a general-purpose formula for taking the time 
derivatives

d
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of matrix expressions of the sort

 M M
� � � �
r r r r( ) = ( ) ( ) ( )( )s s s1 2 3, ,  (B.161)

 = ( ) + ( ) ⊗[ ]+ ( )s s s1 3 2 3
� � � � � �
r r r r rrI T;  (B.162)

that is, as linear combinations of I3, 
�
r⊗, and 

� �
rrT  with scalar functions of 

�
r as 

the coefficients.
The derivation uses the time derivatives of the basis matrices,

 d
dt

I 03 3=  (B.163)

 d
dt

� �r r⊗[ ] = ⊗[ ]  (B.164)

 d
dt

T T T� � � � � �rr rr rr= + ,  (B.165)

where the vector

 � �
r r=

d
dt

,  (B.166)

and then uses the chain rule for differentiation to obtain the general formula:
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where the gradients ∂ ∂( ) ∂si
� �
r r  are to be computed as row vectors and the 

inner products

∂ ( )
∂
si
�
� �r
r

r

will be scalars.
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Equation B.167 is the general-purpose formula for the matrix forms of 
interest, which differ only in their scalar functions si

�
r( ). The scalar functions 

si
�
r( ) are generally rational functions of the following scalar functions (shown 

in terms of their gradients):
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Time Derivative of ∂ ∂� �
r w ENU RPY In this case (Eq. B.155),
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Time Derivative of ∂ ∂� �
r w ENU ENU  In this case (Eq. B.158),
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B.4.2.6  Partial Derivatives with Respect to Rotation Vectors  Calculation 
of the dynamic coefficient matrices F and measurement sensitivity matrices H 
in linearized or extended Kalman filtering with rotation vectors 

�
r ENU as part 

of the system model state vector requires taking derivatives with respect to �
r ENU of associated vector-valued f- or h-functions, as

 F
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=
∂ ( )
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r
r
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,
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where the vector-valued functions will have the general form

   
f v h v
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 (B.189)

and

s0, s1, s2 are scalar-valued functions of 
�
r ENU, and

v is a vector that does not depend on 
�
r ENU.

We will derive here the general formulas that can be used for taking the partial 
derivatives
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.

These formulas can all be derived by calculating the derivatives of the different 
factors in the functional forms and then using the chain rule for differentiation 
to obtain the final result.

Derivatives of Scalars The derivatives of the scalar factors s0, s1, s2 will be
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a row vector. Consequently, for any vector-valued function g
�
r ENU( ), by the 

chain rule, the derivatives of the vector-valued product si
�
r ENU( ) g

�
r ENU( )

will be
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the result of which will be the 3 × 3 Jacobian matrix of that subexpression in 
f or h.

Derivatives of Vectors The three potential forms of the vector-valued func-
tion g in Eq. B.191 are
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each of which is considered independently:
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General Formula Combining the above formulas for the different parts, one 
can obtain the following general-purpose formula:
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applicable for any differentiable scalar functions s0, s1, s2.

B.4.3 Direction Cosine Matrix

We have demonstrated in Eq. B.13 that the coordinate transformation matrix 
between one orthogonal coordinate system and another is a matrix of direc-
tion cosines between the unit axis vectors of the two coordinate systems,

 CXYZ
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( ) ( ) ( )
( ) ( ) ( )
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co

θ θ θ
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 (B.200)

Because the angles do not depend on the order of the direction vectors (i.e., 
θab = θba), the inverse transformation matrix

 CUVW
XYZ

UX UY UZ

VX VY VZ=
( ) ( ) ( )
( ) ( ) ( )

cos cos cos

cos cos cos

co

θ θ θ
θ θ θ

ss cos cosθ θ θWX WY WX( ) ( ) ( )

















 (B.201)



540 APPENDIX B

 =
( ) ( ) ( )
( ) ( ) ( )
( )

cos cos cos

cos cos cos

cos c

θ θ θ
θ θ θ
θ

XU XV XW

YU YV YW

ZU oos cosθ θZV ZW

T

( ) ( )

















 (B.202)

 = ( )CXYZ
UVW T

;  (B.203)

that is, the inverse coordinate transformation matrix is the transpose of the 
forward coordinate transformation matrix. This implies that the coordinate 
transformation matrices are orthogonal matrices.

B.4.3.1  Rotating  Coordinates  Let ROT denote a set of rotating coordi-
nates, with axes XROT, YROT, ZROT, and let NON represent a set of nonrotating 
(i.e., inertial) coordinates, with axes XNON, YNON, ZNON, as illustrated in Fig. B.14.

Any vector vROT in rotating coordinates can be represented in terms of its 
nonrotating components and unit vectors parallel to the nonrotating axes, as

 v 1 1 1ROT NON NON NON NON NON NON= + +v v vx x y y z z

� � �
 (B.204)
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 = C vROT
NON

NON,  (B.206)

where

vxNON, vyNON, vzNON, are the nonrotating components of the vector;�
1xNON, 

�
1yNON, 

�
1zNON are unit vectors along the XNON, YNON, ZNON axes, as 

expressed in rotating coordinates;

Fig. B.14 Rotating coordinates.
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vROT is the vector v expressed in RPY coordinates;
vNON is the vector v expressed in ECI coordinates;
CROT

NON is the coordinate transformation matrix from nonrotating coordinates 
to rotating coordinates;

and

 C 1 1 1ROT
NON

NON NON NON=  
� � �

x y z .  (B.207)

The time derivative of CROT
NON, as viewed from the nonrotating coordinate frame, 

can be derived in terms of the dynamics of the unit vectors 
�
1xNON, 

�
1yNON, and �

1zNON in rotating coordinates.
As seen by an observer fixed with respect to the nonrotating coordinates, 

the nonrotating coordinate directions will appear to remain fixed, but the 
external inertial reference directions will appear to be changing, as illustrated 
in Fig. B.14. Gyroscopes fixed in the rotating coordinates would measure three 
components of the inertial rotation rate vector
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in rotating coordinates, but the nonrotating unit vectors, as viewed in rotating 
coordinates, appear to be changing in the opposite sense, as
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as illustrated in Fig. B.14. The time derivative of the coordinate transformation 
represented in Eq. B.207 will then be
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The inverse coordinate transformation
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the transpose of CROT
NON, and its derivative
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In the case that ROT is RPY (roll–pitch–yaw coordinates) and NON is ECI 
(Earth-centered-inertial coordinates), Eq. B.221 becomes
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and in the case that ROT is ENU (east-north-up coordinates) and NON is 
ECI (Earth-centered inertial coordinates), Eq. B.213 becomes
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and the derivative of their product
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 d
dt

C C CENU
RPY

ENU ENU
RPY

ENU
RPY

RPY= − ⊗[ ] + ⊗[ ]� �
w w .  (B.226)

Equation B.226 was originally used for maintaining vehicle attitude informa-
tion in strapdown INS implementations, where the variables
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and

ω is earth rotation rate,
ϕgeodetic is geodetic latitude,
vE is the east component of velocity with respect to the surface of the earth,
rT is the transverse radius of curvature of the ellipsoid,
vN is the north component of velocity with respect to the surface of the 

earth,
rM is the meridional radius of curvature of the ellipsoid (i.e., radius of the 

osculating circle tangent to the meridian in the meridional plane), and
h is altitude above (+) or below (−) the reference ellipsoid surface (≈mean 

sea level).

Unfortunately, Eq. B.226 was found to be not particularly well suited for  
accurate integration in finite-precision arithmetic. This integration problem 
was eventually solved using quaternions.

B.4.4 Quaternions

The term quaternions is used in several contexts to refer to sets of four. In 
mathematics, it refers to an algebra in four dimensions discovered by the Irish 
physicist and mathematician Sir William Rowan Hamilton (1805–1865). The 
utility of quaternions for representing rotations (as points on a sphere in four 
dimensions) was known before strapdown systems; they soon became the stan-
dard representation of coordinate transforms in strapdown systems, and they 
have since been applied to computer animation.

B.4.4.1  Quaternion  Matrices  For people already familiar with matrix 
algebra, the algebra of quaternions can be defined by using an isomorphism 
between 4 × 1 quaternion vectors q and real 4 × 4 quaternion matrices Q:
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in terms of four 4 × 4 quaternion basis matrices, Q1, Q2, Q3, Q4, the first of 
which is an identity matrix and the rest of which are antisymmetric.

B.4.4.2  Addition and Multiplication  Addition of quaternion vectors is the 
same as that for ordinary vectors. Multiplication is defined by the usual rules 
for matrix multiplication applied to the four quaternion basis matrices, the 
multiplication table for which is given in Table B.1. Note that, like matrix 

TABLE B.1. Multiplication of Quaternion Basis Matrices

First 
Factor

Second Factor

Q1 Q2 Q3 Q4

Q1 Q1 Q2 Q3 Q4

Q2 Q2 −Q1 Q4 −Q3

Q3 Q3 −Q4 −Q1 Q2

Q4 Q4 Q3 −Q2 −Q1
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multiplication, quaternion multiplication is noncommutative; that is, the result 
depends on the order of multiplication.

Using the quaternion basis matrix multiplication Table B.1, the ordered 
product AB of two quaternion matrices

 A = + + +a Q a Q a Q a Q1 1 2 2 3 3 4 4  (B.237)

 B = + + +b Q b Q b Q b Q1 1 2 2 3 3 4 4  (B.238)

can be shown to be

 
AB = − − −( ) + + − +( )

+ +
a b a b a b a b Q a b a b a b a b Q

a b a
1 1 2 2 3 3 4 4 1 2 1 1 2 4 3 3 4 2

3 1 4bb a b a b Q a b a b a b a b Q2 1 3 2 4 3 4 1 3 2 2 3 1 4 4+ −( ) + − + +( )
 (B.239)

in terms of the coefficients ak, bk and the quaternion basis matrices.

B.4.4.3  Conjugation  Conjugation of quaternions is a unary operation 
analogous to conjugation of complex numbers, in that the real part (the first 
component of a quaternion) is unchanged and the other parts change sign. For 
quaternions, this is equivalent to transposition of the associated quaternion 
matrix

 Q = + + +q Q q Q q Q q Q1 1 2 2 3 3 4 4,  (B.240)

so that

 QT = − − −q Q q Q q Q q Q1 1 2 2 3 3 4 4  (B.241)

 ↔ q*  (B.242)

 Q QT = + + +( )q q q q Q1
2

2
2

3
2

4
2

1  (B.243)

 ↔ =q q q* 2.  (B.244)

B.4.4.4  Representing Rotations  The problem with rotation vectors as rep-
resentations for rotations is that the rotation vector representing successive 
rotations 

�
r1, 
�
r2, 
�
r3, . . . , 

�
rn is not a simple function of the respective rotation 

vectors.
This representation problem is solved rather elegantly using quaternions, 

such that the quaternion representation of the successive rotations is repre-
sented by the quaternion product qn × qn−1 × q3 × q2 × q1; that is, each succes-
sive rotation can be implemented by a single quaternion product.

The quaternion equivalent of the rotation vector 
�
r  with 

�
r = θ ,
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(i.e., where u is a unit vector) is
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 (B.246)

and the vector w resulting from the rotation of any three-dimensional vector

 v =
















def
v

v

v

1

2

3

through the angle θ about the unit vector u is implemented by the quaternion 
product

 q q q v qw( ) = ( ) ( ) ( )
def

*
� �
r r  (B.247)
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w
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 (B.249)

 w v u u v u v u uv u v u v1 1 1 1 1 2 2 3 3 2 3 31= + −[ ] + +( )[ ]+ −cos( ) cos( ) sin( )θ θ θ 22[ ]  

(B.250)

 w v u u v u v u uv u v u v2 2 2 1 1 2 2 3 3 3 1 11= + −[ ] + +( )[ ]+ −cos( ) cos( ) sin( )θ θ θ 33[ ] 
(B.251)

 w v u u v u v u uv u v u v3 3 3 1 1 2 2 3 3 1 2 21= + −[ ] + +( )[ ]+ −cos( ) cos( ) sin( )θ θ θ 11[ ], 
(B.252)



APPENDIX B 547

or
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r ,  (B.253)

where the rotation matrix C
�
r( ) is defined in Eq. B.118 and Eq. B.247 imple-

ments the same rotation of v as the matrix product C v
�
r( ) . Moreover, if

 q w v0( ) =
def

 (B.254)

and

 q w q q w qk k k k( ) = ( ) ( ) ( )−

def

*
� �
r r1

 (B.255)

for k = 1, 2, 3, . . . , n, then the nested quaternion product

 q w q q q q v q q qn n n( ) = ( ) ( ) ( ) ( ) ( ) ( ) ( )�
�

� � � �
�

�
r r r r r r2 1 1 2* * *  (B.256)

implements the succession of rotations represented by the rotation vectors 
�
r1, �

r2, 
�
r3, . . . , 

�
rn, and the single quaternion

 q q q q q q[ ]n n n= ( ) ( ) ( ) ( ) ( )−

def � �
�

� � �
r r r r r1 3 2 1

 (B.257)

 = ( ) −q q
�
rn n[ ]1  (B.258)

then represents the net effect of the successive rotations as

 q w q q w qn n n( ) = ( )[ ] [ ]
* .0  (B.259)

The initial value q[0] for the rotation quaternion will depend upon the initial 
orientation of the two coordinate systems. The initial value

 q[ ]0

1

0

0

0

=



















def

 (B.260)

applies to the case that the two coordinate systems are aligned. In strapdown 
system applications, the initial value q[0] is determined during the INS align-
ment procedure.

Equation B.257 is the much-used quaternion representation for successive 
rotations, and Eq. B.259 is how it is used to perform coordinate transforma-
tions of any vector w0.
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This representation uses the four components of a unit quaternion to main-
tain the transformation from one coordinate frame to another through a suc-
cession of rotations. In practice, computer roundoff may tend to alter the 
magnitude of the allegedly unit quaternion, but it can easily be rescaled to a 
unit quaternion by dividing by its magnitude.

B.5 NEWTONIAN MECHANICS IN ROTATING COORDINATES

Using Eqs. B.117 and B.118 derived above, one can easily derive formulas for 
the corrections to Newtonian mechanics in rotating coordinate systems. For 
that purpose, we substitute the rotation vector

 r w= − t,  (B.261)

where t is time and ω is the rotation rate vector of the rotating coordinate 
system with respect to the nonrotating coordinate system. There is a negative 
sign on the right-hand side of Eq. B.261 because the rotation matrix of Eqs. 
B.117 and B.118 represents the physical rotation of a coordinate system, 
whereas the application here represents the coordinate transformation  
from the unrotated (i.e., inertial) coordinate system to the rotated coordinate 
system.

B.5.1 Rotating Coordinates

Let xROT, �xROT, ��xROT, . . . represent the position, velocity, acceleration, and so 
on, of a point mass in the rotating (but nonaccelerating) coordinate system, 
rotating at angular rate |ω| about a vector ω; that is, the components of ω are 
the components of rotation rate about the coordinate axes, and the axis of 
rotation passes through the origin of the rotating coordinate system.

In order to relate these dynamic variables to Newtonian mechanics, let xNON, 
�xNON, ��xNON, . . . represent the position, velocity, acceleration, and so on, of the 
same point mass in an inertial (i.e., nonrotating) coordinate system coincident 
with the rotating system at some arbitrary reference time t0.

Then the coordinate transform from inertial to rotating coordinates can be 
represented in terms of a rotation matrix:

 x t C t x tROT ROT
NON

NON( ) , ( )= ( )w  (B.262)

CROT
NON w ww

w
w
w

w w w
w

w,
cos ( ) sin ( )

t
t t t tT

( ) = −
−( ) ⊗[ ] ⊗[ ] −

−( ) ⊗[2
0

2
0 ]]  (B.263)

= −( ) +
− −( )[ ] −

−( ) ⊗[ ]cos ( )
cos ( ) sin ( )

.w w
w

ww w
w

wt t
t t t tT

0 3
0

2
01

I  (B.264)
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B.5.2 Time Derivatives of Matrix Products

Leibniz rule for derivatives of products applies to vector-matrix products, as 
well. Using this rule, the time derivatives of xROT(t) can be expressed in terms 
of the time derivatives of CROT

NON w , t( ) and xROT(t) as

 � � �x t t x t t x tROT ROT
NON

NON NON
NON

ROT( ) , ( ) , ( )= ( ) + ( )C Cw w  (B.265)

�� �� � �x t t x t t x tROT ROT
NON

NON ROT
NON

NON RO( ) , ( ) , ( )= ( ) + ( ) +C C Cw w2 TT
NON

NONw , ( ).t x t( ) ��
(B.266)

The first and second time derivatives of CROT
NON w , t( ) can be derived by straight-

forward differentiation:

 �CROT
NON w w

w
w w w w,

sin ( )
cos ( )t

t t
t t( ) =

−( ) ⊗[ ] ⊗[ ] − −( ) ⊗[ ]0
0  (B.267)

  ��CROT
NON w w w w w w w, cos ( ) sin ( ) .t t t t t( ) = −( ) ⊗[ ] ⊗[ ] + −( ) ⊗[ ]0 0  (B.268)

B.5.3 Solving for Centrifugal and Coriolis Accelerations

Evaluated at t = t0, these become

 CROT
NON w , t I0 3( ) =  (B.269)

 �CROT
NON w w, t0( ) = − ⊗[ ]  (B.270)

 ��CROT
NON w w w, ,t0( ) = ⊗[ ] ⊗[ ]  (B.271)

and the corresponding time derivatives at t = t0 are

x t x tROT NON( ) ( )0 0=  (B.272)

� �x t x t x tROT NON NON( ) ( ) ( )0 0 0= − ⊗[ ] +w  (B.273)

= − ⊗[ ] +w x t x tROT

TANGENTIAL

NON

INERTIAL

( ) ( )0 0� ����� ����� � ��� �
�

���  (B.274)

� �x t x t x tNON ROT ROT( ) ( ) ( )0 0 0= + ⊗[ ]w  (B.275)

�� �x t x t x t x tROT ROT ROT ROT( ) ( ) ( ) ( )0 0 0 02= ⊗[ ] ⊗[ ] − ⊗[ ] + ⊗[ ]{ } +w w w w ���x tNON ( )0

(B.276)

= − ⊗[ ] ⊗[ ] − ⊗[ ]w w wx t x tROT

CENTRIFUGAL

ROT( ) (0 02
� ������� �������

� )) ( ) ,
CORIOLIS

NON

SPECIFIC FORCE
� ������ ������ � ��� ���

��+ x t0  (B.277)

where the labels under the various terms in the formula for acceleration 
observed in rotating coordinates identify the centrifugal, Coriolis, and specific-
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force accelerations in rotating coordinates. The specific-force acceleration is 
that due to inertial forces applied to the point mass. The others are artifacts 
due to rotation.

In similar fashion, the velocity term in rotating coordinates labeled “INER-
TIAL” is the point mass velocity in inertial coordinates, and that labeled 
“TANGENTIAL” is an artifact due to rotation.

Because the reference time t0 was chosen arbitrarily, these formulas apply 
for all times.



INDEX

551

Global Navigation Satellite Systems, Inertial Navigation, and Integration, Third Edition. 
Mohinder S. Grewal, Angus P. Andrews, and Chris G. Bartone.
© 2013 John Wiley & Sons, Inc. Published 2013 by John Wiley & Sons, Inc.

621B Program, 474

Abbott, Anthony, 475
Acceleration, 55
Accelerometer, 55

calibration, 63, 87
electromagnetic, 27
gyroscopic, 16, 21, 27
integrating, 15–16
mass-spring, 28
MEMS, 28
pendulous, 66
proof mass, 27

Adaptive Kalman filter, 384, 393
Aerospace Corp., 474–475
A-GPS, 199, 235–240

3GPP, 236
AIRS, 80
Alignment (INS), 58, 86

GNSS-aided, 85
gyrocompass, 58, 85–87, 99
optical, 67, 84
transfer, 85

Almanac

GLONASS, 143
GPS, 113

Alpha wander (INS), 81, 516
Altimeter, 68, 90, 101

barometric, 454
model, 455–456

Altitude, 58
orthometric, 511
stabilization, 90

Ambiguity resolution, 227
Angus, John, xxxi
Anomaly

eccentric, 119
mean, 120
true, 119

Antenna,
adaptive

space-time (STAP), 185
steerable, 180

anti-jamming, 181
axial ratio, 156–157, 173–174
bandwidth, 153, 161, 173
beamforming, 182
calibration, 187–188



552 INDEX

choke-ring, 176
multipath rejection, 177

computational model, 164
degrees of freedom, 180–185
design, 152

analysis, 152
CEMs, 164

dipole, 166
directivity, 159
efficiency, 159
electronics, 181, 186
gain, 159
impedance, 160, 169–170
model

computational, 164
noise figure, 163–164
noise temperature, 163–164
patch, 166–176

multifrequency, 175–176
probe-fed, 170–176
single-frequency, 168–174

phased-array, 180–187
adaptable, 185–187
CRPA, 180–186

pinwheel, 179
planar based

advanced, 177
polarization, 156–159, 173
Q, 173–174
radiation pattern, 155
reference point, 187
return loss, 160–161
SFAP, 185
space-adaptive, 180–185
spiral, 178
STAP, 185
steerable, 180
survey grade, 176–179
SWR, 160–164, 169

Anti-jamming, 124, 130, 134
Anti-spoofing, 130
A posteriori, 353
APL, 474
A priori, 353
Argmax, 355
Argument of latitude, 118, 507
Argument of perigee, 117

ARNS, 134
Ascending node, 507
Ascent plane, 518–519
Ash, Michael, xxxi
Attitude, 57, 79, 84, 90

integration, 55, 58
quaternion representation, 95
rates, 58
sensor, 68
strapdown, 90

Autocorrelation, 125
Autonetics, 22, 475

Black box model, 59
BD (BeiDou), 146
BeiDou, 10, 146
Bierman, Gerald J., 497
Birnbaum, Mel, 475
Blaser, Herbert, xxxi
Bohnenberger, Johann, 14, 17
Boltinghouse, Helen, xxxi
Boltinghouse, Joseph C., 21–22
Bortz, John E., 93
Bortz rate vector, 93
Boykow, Johann M., 16
BPF, 200
BPSK, 109, 111–112, 143, 147
Brasch, Michael, xxxi
Brooks, David, xxxi
Brooks, Robert, 366
Brownian motion, 366
Bryan effect, 26
Bucy, Richard S., 395

Calibration, 56, 63–66
accelerometer, 87
antenna, 187
gyroscope, 80
instability, 66
parameters, 65

Carlson, Neal A., 497
Carouseling (INS), 81

strapdown, 82
Carrier tracking, 213
Celestial sphere, 505
CEM, 164–166
Centrifugal acceleration, 66, 440, 446,  

549

Antenna (cont’d)



INDEX 553

CEP, xxxiv, 29, 101
rate, 101

versus sensor noise, 461
Cheung, Laura A., xxxi
CIGTIF, 103
Circular error probable, 29, 101
Cockpit displays, 90
Code tracking, 213
Compass/BeiDou, 10, 146

datum, 146
orbits, 146
signal structure, 146
time, 146

Computational electronic model, 164
Computer, 99

navigation, 57, 99
operating system, 100
requirements, 100

Coning motion, 90–93
correction, 93–98

Consolidated Vultee Aircraft, 20
Control, 2
Coordinates, 432, 500

alpha wander, 516
Cartesian, 504
celestial, 505
ECEF, 41, 69, 508, 516
ECI, 69, 504
ENU, 41, 69, 515
Euclidean, 504
GNSS, 35, 521–522
inertial, 55, 69, 503
INS analysis, 432
Keplerian, 505
locally level, 55, 69, 515
LTP, 69, 515
navigation, 55, 69
NED, 69, 516
polar, 504
rotating, 540
RPY, 69, 518
SAE, 518
terrestrial, 69
transformations, 500

Coordinate transformation, 500
composition rule, 503
ENU/ECEF, 41, 516
ENU/NED, 516

matrices, 500
NED/ECEF, 516
notation, 500
RPY/ENU, 519
RPY/NED, 519, 523

Core variables, 432, 434
error model, 481
history, 10–30
horizontal, 459
initialization, 84
instability, 452
location errors, 434, 437
misalignments, 433–436
orientation errors, 433
parameters, 433
performance, 101–102
Schuler oscillation, 457
sensor compensation, 481
sensor noise, 459
signal processing, 89, 97–99, 439

hardware, 28
solution, 432
strapdown, 28
tilt error, 434
variables, 433
vertical channel, 452

Corey, Randall, xxxi
Coriolis

acceleration, 440, 445, 549
effect, 90, 103
gyroscope, 24–27

Correlate, 206
Correlation number, 379
Cosine rule, 502
Covariance matrix, 352, 356

propagation, 353
update, 363, 365

Cross-correlation, 129
CRPA, 180–186
Cruise applications (INS), 80
CSDL, 20, 26
Curtiss-Wright Corp., 20
Curvature

east-west, 513
ellipsoidal, 515
meridional, 515
north-south, 515
transverse, 513



554 INDEX

Darwin, George, 70
Data stripping, 240
Dead reckoning, 3
Declination, 505
Delco Electronics, 81
Descartes, René, 504
Descending node, 507
Despreading, 127, 206, 214
Detection confirmation, 211
Detection threshold, 207–208
DeVries, Thomas W., 475
Direction cosines, 96, 502, 549
Distribution matrix

dynamic noise, 366
sensor noise, 361

Doppler shift, 206–207, 209, 213, 228–229
Dot product, 502
Draper, C. Stark, 10, 19, 54
Dual-frequency, 131, 133–134, 136
Dynamic coupling, 439

acceleration, 449
centrifugal acceleration, 440, 446
compensation errors, 439
Coriolis acceleration, 440, 445
earthrate leveling, 440, 447
gravity calculation, 440, 443–445
matrix, 441

navigation errors, 439
partitioning, 441, 443
velocity integration, 440, 442
velocity leveling, 440, 448

Dynamic disturbance, 366
distribution matrix, 366

E911, 235
Earth

flattening, 433
geoid, 513
gravity constant, 433
models, 68
radius

geocentric, 514
mean, 433

symbol, 433
Eccentric anomaly, 119–122
Eccentricity, 117–118
Ephemeris

GLONASS, 142
GPS, 113, 36

Error budgets, 288
ESA, 144

False alarm probability, 208
FDMA, 142
Filter

BPF, 164, 167
FIR, 180
Kalman, 30, 87, 350, 477

Forward model, 351
Forward solution, 371
Foucault, J. B. Léon, 14
Foucault pendulum, 458
Free inertial navigation, 101
Frequency bin, 207
FSLF, 132
Fully coherent, 239

Galileo, 7–10, 144–146
commercial service, 8
data, 145
GIOVE, 144
navigation data formats, , 145–146
open service, 7
orbits, 36–37, 145
public regulated service, 8
safety of life, 7
search and rescue, 8
services, 145
signal structure, 145–146

Gamow, George, 19
Gaussian

distribution , 355
likelihood, 357

GDOP, 41, 44–45, 497
Geocentric radius, 514
Geodesy, 509
Geoid, 72–73
Gimbal, 57, 77–80

advantages, 79
disadvantages, 80
Euler angles, 57
flip, 81
lock, 79, 524–525

Glen L. Martin Co., 20
Global search, 212
GLONASS, xxxv, 6–7, 142–144

altitude, 142
blocks, 143



INDEX 555

carrier structure, 143
CDMA, 144
data format, 143
ephemeris, 142
FDMA, 142
HPNS, 143
K, 7, 143
M, 7, 143
modernization, 144

CDMA, 144
orbits, 6, 142
signal structure, 6, 142–144
SPNS, 143
spreading codes, 143

GNSS, 4, 35, 250, 472
carrier phase

windup, 188
error model, 479
navigation, 36, 472

holy point, 490
performance, 485

overview, 4
receiver, 351

acquisition and tracking, 204–223
ADC, 203
AGC, 203
aiding inputs, 198–199
applications, 193–199
architecture, 199–204
baseband processing, 204
carrier Doppler measurement, 228
carrier tracking loop, 218–222
clock bias, 226
clock model, 479
code tracking, 213–217
code tracking loop, 213–218
coherent tracking, 217
Costas PLL, 218–219
data bit demodulation, 223
data bit synchronization, 222
differential, 196–198
discriminator—carrier, 219,  

221–222
discriminator—code, 214–216
DLL, 215
dual-frequency, 194
early, 215
early minus late, 215
FLL, 222

I, 207
IF, 199–202
integrated Doppler, 218–220, 223, 

229–231
late, 215
loop bandwidth, 217
loop filter, 217
NCO-carrier, 214, 218–219
NCO-code, 214–217
noncoherent tracking, 217
PDI, 215
PLL, 218–221
pseudorange, 224–226
punctual correlation, 215
Q, 207
RF front-end, 199–201
searching, 206–210
signal detection confirmation, 

210–212
SNR, 202–203

satellite position, 117–122
signal structure, 108

Compass/BD, 146
Galileo, 145–146
GLONASS, 142–144
GPS, 116–141
QZSS, 147

GNSS data errors, 250–262
ephemeris, 250

ephemeris errors, 285
onboard clock, 285

ionosphere, 250
GNSS SBAS, 254
Klobuchar, 252
propagation, 251
using pseudorange, 262

multipath, 264
causing range error, 264
limits of MT mitigation, 283
mitigation, 266
MMT technology, 272
problem, 264
spatial domain, 267
time domain, 269

receiver error models
continuous, 287
discrete, 287

receiver errors, 250
satellite clock, 250



556 INDEX

troposphere
propagation, 263

GNSS/INS integration, 30, 472
antenna offset, 478, 490
applications, 31
dynamic coupling, 481–483
dynamic simulation, 485
early history, 473–475
implementation, 31
loosely coupled, 475–477
measurement sensitivity, 484
overview, 30, 473
performance, 489
process noise, 480, 484
receiver clock model, 479
state transition matrix, 485
state variables, 482
tightly coupled, 475–477
trajectories, 491
ultra tightly coupled, 477
unified model, 477–484

GNSS receiver
antenna

bandwidth, 153
design, 152
patch, 166–176
performance, 152
polarization, 156
radiation pattern, 155
survey grade, 176

Goddard, Robert H., 15
Gold codes, 125, 146, 150
Gow flip, 81
GPS, 2, 4–6

II, 6
III, 6, 141–142
acquisition, 124
almanac, 113
anti-jamming, 124, 130
assisted, 199, 235–240

high sensitivity, 235–238
blocks, 141
C/A code, 109, 123

autocorrelation, 125
multipath, 123

civic code, 133, 136
civil signal, 136, 140

clock error, 122–123
code structure, 109–112

subframes, 116–141
ephemeris, 113, 116–119
history, 4, 473–475
L1, 109
L1C, 140–141
L2, 109
L2C, 135–136
L3, 144
L5, 135, 137–139
M-code, 135, 139
modernization, 133–142

spectrum, 135
orbits, 4, 36–37
position calculation, 48, 117

algorithm, 118
power, 132
propagation delays, 5
P(Y) code, 115, 129–130
receiver

channels, 195
code selection, 195

satellite position, 48, 118–122
selective availability, 5, 379
signal, 4–5

carriers, 131
despreading, 127–129

signal power
received, 133
transmitted, 132

signal spreading, 126
PSD, 126
subfames, 116–141
temporal, 124
transmitted power levels, 132

GPS/INS integration, 475
GPSoft, 458

toolboxes, 495
Gravity, 55, 57, 68–71

model, 443
potential, 71

Gravity Probe B, 22
Guidance, 2
Guier, William H., 474
Gyro, 55
Gyrocompassing, 58, 99

accuracy, 86

GNSS data errors (cont’d)



INDEX 557

Gyroscope, 14, 55
calibration, 80
Coriolis, 21

vibrating, 13, 24
displacement, 56
electrostatic, 22
fiber optic, 24
gas bearing, 14, 21
hemispherical resonator, 26
MEMS, 26
momentum wheel, 14, 21
optical, 21
rate, 56
ring laser, 23
tuning fork, 25
whole-angle, 56
wine glass, 25
Zero Lock, 23

Harmonic resonator, 366
Heading, 519
Holy point, 490
Honeywell Corporation, 22,  

27
Horne, James, xxxi
Host vehicle, 58

dynamic models, 400
HOW, 114
HRG, 26, 61
HVAC, 61

ICBM, 29
IFOG, 61
IMU, 57

misalignments, 434
mounting, quasi-rigid, 78

Indexing (INS), 81–82
gimbaled, 81
Gow flip, 81
strapdown, 82

Inertia, 55
Inertial

coordinates, 55
measurement unit, 56, 57
navigation system, 57
platform, 56, 78
reference frame, 55
reference unit, 57

sensor, 55
accelerometer, 55
assembly, 56
black box model, 59
calibration, 56, 63–66
compensation, 63–64
compensation error, 461
error model, 59
gyroscope, 55
input axis, 56
misalignments, 63–65
multi-axis, 56
noise, 459, 461

Inertial grade (sensor), 13, 15, 16
Inertial navigation, 3, 10, 472, 488

accuracy, 29
computer, 99–101
error analysis, 430

Inertial platform, 15–16
Inertial sensors, 11, 13, 21

inertial grade, 13, 15–16
requirements, 12

Information matrix, 357
Initialization (INS), 58
Innovations, 375
Input axis, 56
INS, 57

accuracy, 102
alignment, 58
altitude stabilization, 68, 90, 101
carouseled, 81
cruise applications, 80
error analysis, 430
field test, 103
floated, 77
free inertial, 101
gimbaled, 56–58
gyrocompassing, 58
holy point, 490
host vehicle, 58
implementation, 57

gimbaled, 57, 89
strapdown, 57, 97–99

indexing, 81
initialization, 58
leveling, 58
performance, 101

stand-alone, 102



558 INDEX

self-alignment, 58
self-calibration, 80
software, 100
strapdown, 97–99
testing, 102
user interface, 57
vertical channel, 68, 90

stabilization, 68, 90, 101
vibration isolators, 58, 78

Instability, 452
INS errors, 452

altimeter aiding, 454
Instrument cluster, 56
Integrated GNSS/INS, 472
Interface specification, 109, 150–151
Interference suppression, 128
Ionospheric delay data (GPS), 113–114
ISA, 56

GNSS antenna offset, 490
misalignment, 434

JAXA, 147

Kailath, Thomas, 422
Kalman filter, 30, 87, 350, 477

adaptive, 384, 393
equations, 376
extended, 392
Kalman-Bucy, 395
linearized, 391

Kalman gain, 354–364
Kalman-Bucy filter, 395
Kepler equation, 121
Kepler, Johannes, 505
Keplerian parameters, 496, 505

L1–2, 109
L3, 144
L5, 137–139
LAMBDA, 227
Langevin equation, 366
Langley, Richard B., xxxi
Laplace distribution, 356
Latitude, 509

argument of, 118, 507
geocentric, 509, 513
geodetic, 72, 510, 514
geometric, 509

orthometric, 72
parametric, 509, 514

LEM, 29
Leveling, 440
Likelihood function, 356

Gaussian, 357
Linearized Kalman filter, 391
LNA, 200–201
Local search, 212
Local tangent plane, 515
Locally level coordinates, 55, 69, 515
Location errors, 434
Longitude, 509
Longitude of ascending node, 117–118
low noise amplifier, 164, 167
LSB, 61
LTP coordinates, 69, 515
Lukesh, John, 475

Magnavox, 474, 475
Martin, Edward H., xxxi, 475
Mask angle, 205
MATLAB®, 97
Matrix

coordinate transformation, 500
derivatives, 534, 549
direction cosines, 539
exponential, 371
notation, 500
pseudoinverse, 363
rotation, 525, 527

Maximum likelihood
gain, 354–364
measurement estimation, 355, 362

carrier phase, 233–234
code phase, 231–233
frequency, 233–234

McClure, Frank, 474
Mean anomaly, 117–120
Mean sea level, 71
Measurement, 360, 373

likelihood, 361
matrix, 360, 375
noise, 354, 360–361

distribution matrix, 361
predicted, 375
update, 353
vector, 360

MEMS, 26, 28

INS (cont’d)



INDEX 559

MEO, 207
Meridional curvature, 514
Microstrip antenna, 168
Misalignments (INS), 434
Missed detection, 208, 210
MMIA, 16
Moore-Penrose inverse, 360
Mueller, Fritz, 16–19
Multipath (GNSS), 123, 134, 176
MWG, 14, 21

Nautical mile, 101–102
NAV data, 112–117
Navigation, 1

celestial, 3
computer, 57, 99

operating system, 100
coordinates, 55, 58, 69, 84
error (INS)

centrifugal, 440, 446
core variables, 432
Coriolis, 440, 445
dynamics, 441–459
earthrate, 440, 447
gravity, 440, 444
INS, 432
location, 434
variables, 434
velocity integration, 442
velocity leveling, 448

free inertial, 101
performance, 102

GNSS, 35, 472
inertial, 3, 54, 97–99

error analysis, 430
model

horizontal, 459
nine-state, 432
seven-state, 459
unified, 477

modes, 2
pure inertial, 101
radio, 3
software, 99
solution, 84, 432, 433

core variables, 432
technology, 1

Near-far problem, 243
Nease, Robert F., xxxi

NED coordinates, 516
Newton Isaac, 10, 55, 70, 365
Nine core variables (INS), 432
Noise, 361

distribution matrix, 366, 374
dynamic disturbance, 366
fixed-pattern, 61–62
measurement, 361
observation, 377
plant, 377
process, 353
sensor, 60–62, 360
white, 365

Nordsieck, Arnold T., 22
Normal distribution, 356
North American Aviation, 20
Northing, 516
Northrup Corp., 20, 475
Nuisance variables, 351–352

Observation
matrix, 375
noise, 377
update, 353

Orientation errors, 434
Orthometric height, 511
OS, 7

Partial coherent, 239
Patch antenna, 166–176
P-code, 130
Perigee, 120

argument of, 117, 507
PIGA, 16
Pilotage, 2
Pitch angle, 519
Pitch plane, 518
Plant noise, 377
Podkorytov, Andrey, xxxi
Polarization

antenna, 156
circular

right/left, 157, 173
linear, 157

Poon, Samantha, xxxi
Potter, James E., 418
Potter square-root filter, 497
Power spectrum, 126
PPS, 109



560 INDEX

PRN, 109
codes, 4

Probability
of detection, 208
of false alarm, 208

Process noise, 353, 366
Proof mass, 27
PRS, 8
Pseudoinverse, 360
Pseudolite, 243–244
Pseudorange, 224–226, 387, 480, 521

error model, 480–481
measurement sensitivity, 484
noise model, 480

P(Y)-code, 115, 129

Quasi-rigid (IMU mounting), 78
Quaternion, 95, 543

addition, 544
integration, 96
multiplication, 544
rotations, 545
transformations, 97

QZSS, 147
L1-LEX, 147
L1-SAIF, 147
orbits, 147
signal structure, 147

RA, 499, 505
RAAN, 507
Radio navigation, 3–4, 15
Random walk, 60, 378
Receiver antenna/ISA offset, 490
Republic Aviation, 20
Riccati, Jacopo F., 395
Riccati equation, 353–354

steady-state, 401–404
Right ascension, 505
RLG, 23, 61
Roll angle, 519
Roll-pitch-yaw coordinates, 518
Rotation

derivatives, 529
matrix, 525, 527
mechanics, 548
quaternion, 545
rate vector, 89, 94
vector, 524

RTCM, 197–198
RTOS, 100

SA, 5, 288
SAE coordinates, 518
Sagnac effect, 21, 24
SAR, xxxviii

Galileo, 8
INS aiding, 475

Schmidt, Jeff, xxxi
Schmidt, Stanley F., 413, 431
Schmidt-Kalman filter, 413
Schuler

oscillation, 103, 458
period, 458

Schuler, Maximilian, 457
Scoresby test, 103
SDR, 242–243
Selective availability, 5, 379
Self-alignment (INS), 58
Self-calibration (INS), 79–80
Semi-major axis, 507, 509
Sensor, 351

calibration, 56, 63–66
compensation, 63–64
error model, 59
inertial, 380
input axis, 56
misalignments, 63–65
multi-axis, 56
noise, 360

common-mode, 361
distribution matrix, 361

nonlinearity, 384
SFAP, 180, 185
SFIR, 17
Shock isolators, 58, 78
Sidereal rotation, 70
Signal structure

Compass/BD, 146
Galileo, 145–146
GLONASS, 142–144
GPS, 116–141
QZSS, 147

Simulation
figure-8 track, 408
performance, 412

Singular value decomposition, 386
SK filter, 414



INDEX 561

Slater, John, 21
SLBM, 29
SOL, 7
Specific force, 27, 55, 89
Spreading code, 126
Spread spectrum, 206
SPS, 109
Sputnik, 474
Square root filter, 418–421

Bierman-Thornton, 419–421
Carlson, 419–421
Morf-Kaiath, 419
Potter, 418–420

SSBN, 474
Stable element, 56, 58, 78
Stable platform, 56, 78
STAP, 180
Star tracker, 57, 67, 85
State transition matrix, 373
State variables, 351–352
State vector, 352
STM, 373
Stochastic, 365

calculus, 365
differential equation, 365
systems, 365

Strapdown (INS), 28, 57, 78, 82
advantages, 82
disadvantages, 82

SVD, 386
Systems analysis (INS), 430

Temporal update, 353
Tilts (INS), 434
TIMATION, 474
Time of arrival, 214
Time of transmission, 225–226

TLM, 115
TOW, 115
Tracking filter, 397
TRANSIT, 474
Transverse curvature, 514
True anomaly, 507
TTFF, 204, 236

URE, 117
USAF 621B, 474

Vehicle attitude, 518
Vehicle tracking filter, 397
Vernal equinox, 503
Vertical channel, 68, 90, 452

altimeter aiding, 454, 456
stabilization, 90

Vibration isolators, 58, 78

Wagner, Jörg, 10
Wavelength, 226–227
Week number (WN), 115
Weiffenbach, George. C., 474
Weill, Lawrence R., xxxi
WGS, 70
WGS84 geoid, 513
Whitehead, Robert, 15
White noise, 353, 365
Wide-lane, 227
Wiener process, 378
Wrigley, Walter, 10, 34

Yaw angle, 519
Y-code, 130

Z-count, 114
ZLG, 23


	Cover
	Title page
	Copyright page
	Contents
	Preface
	Acknowledgments
	Acronyms and Abbreviations
	1: Introduction
	1.1 Navigation
	1.1.1 Navigation-Related Technologies
	1.1.2 Navigation Modes

	GNSS Overview
	1.2.1 GPS
	1.2.2 Global Orbiting Navigation Satellite System (GLONASS)
	1.2.3 Galileo
	1.2.4 Compass (BeiDou-2)

	1.3 Inertial Navigation Overview
	1.3.1 Theoretical Foundations
	1.3.2 Inertial Sensor Technology

	1.4 GNSS/INS Integration Overview
	1.4.1 The Role of Kalman Filtering
	1.4.2 Implementation
	1.4.3 Applications

	Problem
	References

	2: Fundamentals of Satellite Navigation Systems
	2.1 Navigation Systems Considered
	2.1.1 Systems Other than GNSS
	2.1.2 Comparison Criteria

	2.2 Satellite Navigation
	2.2.1 Satellite Orbits
	2.2.2 Navigation Solution (Two-Dimensional Example)
	2.2.3 Satellite Selection and Dilution of Precision (DOP)
	2.2.4 Example Calculation of DOPS

	2.3 Time and GPS
	2.3.1 Coordinated Universal Time (UTC) Generation
	2.3.2 GPS System Time
	2.3.3 Receiver Computation of UTC

	2.4 Example: User Position Calculations with No Errors
	2.4.1 User Position Calculations
	2.4.2 User Velocity Calculations

	Problem
	References

	3: Fundamentals of Inertial Navigation
	3.1 Chapter Focus
	3.2 Basic Terminology
	3.3 Inertial Sensor Error Models
	3.3.1 Zero-Mean Random Errors
	3.3.2 Fixed-Pattern Errors
	3.3.3 Sensor Error Stability

	3.4 Sensor Calibration and Compensation
	3.4.1 Sensor Biases, Scale Factors, and Misalignments
	3.4.2 Other Calibration Parameters
	3.4.3 Calibration Parameter Instabilities
	3.4.4 Auxilliary Sensors before GNSS
	3.4.5 Sensor Performance Ranges

	3.5 Earth Models
	3.5.1 Terrestrial Navigation Coordinates
	3.5.2 Earth Rotation
	3.5.3 Gravity Models

	3.6 Hardware Implementations
	3.6.1 Gimbaled Implementations
	3.6.2 Floated Implementation
	3.6.3 Carouseling and Indexing
	3.6.4 Strapdown Systems
	3.6.5 Strapdown Carouseling and Indexing

	3.7 Software Implementations
	3.7.1 Example in One Dimension
	3.7.2 Initialization in Nine Dimensions
	3.7.3 Gimbal Attitude Implementations
	3.7.4 Gimbaled Navigation Implementation
	3.7.5 Strapdown Attitude Implementations
	3.7.6 Strapdown Navigation Implementation
	3.7.7 Navigation Computer and Software Requirements

	3.8 INS Performance Standards
	3.8.1 Free Inertial Operation
	3.8.2 INS Performance Metrics
	3.8.3 Performance Standards

	3.9 Testing and Evaluation
	3.9.1 Laboratory Testing
	3.9.2 Field Testing

	3.10 Summary
	Problem
	References

	4: GNSS Signal Structure, Characteristics, and Information Utilization
	4.1 Legacy GPS Signal Components, Purposes, and Properties
	4.1.1 Mathematical Signal Models for the Legacy GPS Signals
	4.1.2 Navigation Data Format
	4.1.3 GPS Satellite Position Calculations
	4.1.4 C/A-Code and Its Properties
	4.1.5 P(Y)-Code and Its Properties
	4.1.6 L1 and L2 Carriers
	4.1.7 Transmitted Power Levels
	4.1.8 Free Space and Other Loss Factors
	4.1.9 Received Signal Power

	4.2 Modernization of GPS
	4.2.1 Areas to Benefit from Modernization
	4.2.2 Elements of the Modernized GPS
	4.2.3 L2 Civil Signal (L2C)
	4.2.4 L5 Signal
	4.2.5 M-Code
	4.2.6 L1C Signal
	4.2.7 GPS Satellite Blocks
	4.2.8 GPS III

	4.3 GLONASS Signal Structure and Characteristics
	4.3.1 Frequency Division Multiple Access (FDMA) Signals
	4.3.2 CDMA Modernization

	4.4 Galileo
	4.4.1 Constellation and Levels of Services
	4.4.2 Navigation Data and Signals

	4.5 Compass/BD
	4.6 QZSS
	Problem
	References

	5: GNSS Antenna Design and Analysis
	5.1 Applications
	5.2 GNSS Antenna Performance Characteristics
	5.2.1 Size and Cost
	5.2.2 Frequency and Bandwidth Coverage
	5.2.3 Radiation Pattern Characteristics
	5.2.4 Antenna Polarization and Axial Ratio
	5.2.5 Directivity, Efficiency, and Gain of a GNSS Antenna
	5.2.6 Antenna Impedance, Standing Wave Ratio, and Return Loss
	5.2.7 Antenna Bandwidth
	5.2.8 Antenna Noise Figure

	5.3 Computational Electromagnetic Models (CEMs) for GNSS Antenna Design
	5.4 GNSS Antenna Technologies
	5.4.1 Dipole-Based GNSS Antennas
	5.4.2 GNSS Patch Antennas
	5.4.3 Survey-Grade/Reference GNSS Antennas

	5.5 Principles of Adaptable Phased-Array Antennas
	5.5.1 Digital Beamforming Adaptive Antenna Array Formulations
	5.5.2 STAP
	5.5.3 SFAP
	5.5.4 Configurations of Adaptable Phased-Array Antennas
	5.5.5 Relative Merits of Adaptable Phased-Array Antennas

	5.6 Application Calibration/Compensation Considerations
	Problem
	References

	6: GNSS Receiver Design and Analysis
	6.1 Receiver Design Choices
	6.1.1 Global Navigation Satellite System (GNSS) Application to be Supported
	6.1.2 Single or Multifrequency Support
	6.1.3 Number of Channels
	6.1.4 Code Selections
	6.1.5 Differential Capability
	6.1.6 Aiding Inputs

	6.2 Receiver Architecture
	6.2.1 Radio Frequency (RF) Front End
	6.2.2 Frequency Down-Conversion and IF Amplification
	6.2.3 Analog-to-Digital Conversion and Automatic Gain Control
	6.2.4 Baseband Signal Processing

	6.3 Signal Acquisition and Tracking
	6.3.1 Hypothesize about the User Location
	6.3.2 Hypothesize about Which GNSS Satellites Are Visible
	6.3.3 Signal Doppler Estimation
	6.3.4 Search for Signal in Frequency and Code Phase
	6.3.5 Signal Detection and Confirmation
	6.3.6 Code Tracking Loop
	6.3.7 Carrier Phase Tracking Loops
	6.3.8 Bit Synchronization
	6.3.9 Data Bit Demodulation

	6.4 Extraction of Information for User Solution
	6.4.1 Signal Transmission Time Information
	6.4.2 Ephemeris Data for Satellite Position and Velocity
	6.4.3 Pseudorange Measurements Formulation Using Code Phase
	6.4.4 Measurements Using Carrier Phase
	6.4.5 Carrier Doppler Measurement
	6.4.6 Integrated Doppler Measurements

	6.5 Theoretical Considerations in Pseudorange, Carrier Phase, and Frequency Estimations
	6.5.1 Theoretical Error Bounds for Code Phase Measurement
	6.5.2 Theoretical Error Bounds for Carrier Phase Measurements
	6.5.3 Theoretical Error Bounds for Frequency Measurement

	6.6 High-Sensitivity A-GPS Systems
	6.6.1 How Assisting Data Improves Receiver Performance
	6.6.2 Factors Affecting High-Sensitivity Receivers

	6.7 Software-Defined Radio (SDR) Approach
	6.8 Pseudolite Considerations
	Problem
	References

	7: GNSS DATA ERRORS
	7.1 Data Errors
	7.2 Ionospheric Propagation Errors
	7.2.1 Ionospheric Delay Model
	7.2.2 GNSS SBAS Ionospheric Algorithms

	7.3 Tropospheric Propagation Errors
	7.4 The Multipath Problem
	7.4.1 How Multipath Causes Ranging Errors

	7.5 Methods of Multipath Mitigation
	7.5.1 Spatial Processing Techniques
	7.5.2 Time-Domain Processing
	7.5.3 Multipath Mitigation Technology (MMT) Technology
	7.5.4 Performance of Time-Domain Methods

	7.6 Theoretical Limits for Multipath Mitigation
	7.6.1 Estimation-Theoretic Methods
	7.6.2 Minimum Mean-Squared Error (MMSE) Estimator
	7.6.3 Multipath Modeling Errors

	7.7 Ephemeris Data Errors
	7.8 Onboard Clock Errors
	7.9 Receiver Clock Errors
	7.10 SA Errors
	7.11 Error Budgets
	Problem
	References

	8: Differential GNSS
	8.1 Introduction
	8.2 Descriptions of Local-Area Differential GNSS (LADGNSS), Wide-Area Differential GNSS (WADGNSS), and Space-Based Augmentation System (SBAS)
	8.2.1 LADGNSS
	8.2.2 WADGNSS
	8.2.3 SBAS

	8.3 GEO with L1L5 Signals
	8.3.1 GEO Uplink Subsystem Type 1 (GUST) Control Loop Overview

	8.4 GUS Clock Steering Algorithm
	8.4.1 Receiver Clock Error Determination
	8.4.2 Clock Steering Control Law

	8.5 GEO Orbit Determination (OD)
	8.5.1 OD Covariance Analysis

	8.6 Ground-Based Augmentation System (GBAS)
	8.6.1 Local-Area Augmentation System (LAAS)
	8.6.2 Joint Precision Approach and Landing System (JPALS)
	8.6.3 Enhanced Long-Range Navigation (eLoran)

	8.7 Measurement/Relative-Based DGNSS
	8.7.1 Code Differential Measurements
	8.7.2 Carrier Phase Differential Measurements
	8.7.3 Positioning Using Double-Difference Measurements

	8.8 GNSS Precise Point Positioning Services and Products
	8.8.1 The International GNSS Service (IGS)
	8.8.2 Continuously Operating Reference Stations (CORSs)
	8.8.3 GPS Inferred Positioning System (GIPSY) and Orbit Analysis Simulation Software (OASIS)
	8.8.4 Australia’s Online GPS Processing System (AUPOS)
	8.8.5 Scripps Coordinate Update Tool (SCOUT)
	8.8.6 The Online Positioning User Service (OPUS)

	Problem
	References

	9: GNSS and GEO Signal Integrity
	9.1 Introduction
	9.1.1 Range Comparison Method
	9.1.2 Least-Squares Method
	9.1.3 Parity Method

	9.2 SBAS and GBAS Integrity Design
	9.2.1 SBAS Error Sources and Integrity Threats
	9.2.2 GNSS-Associated Errors
	9.2.3 GEO-Associated Errors
	9.2.4 Receiver and Measurement Processing Errors
	9.2.5 Estimation Errors
	9.2.6 Integrity-Bound Associated Errors
	9.2.7 GEO Uplink Errors
	9.2.8 Mitigation of Integrity Threats

	9.3 SBAS Example
	9.4 Summary
	9.5 Future: GIC
	Problem
	References

	10: Kalman Filtering
	10.1 Introduction
	10.1.1 What Is a Kalman Filter?
	10.1.2 How Does It Work?
	10.1.3 How Is It Used?

	10.2 Kalman Filter Correction Update
	10.2.1 Deriving the Kalman Gain
	10.2.2 Estimate Correction Using the Kalman Gain
	10.2.3 Covariance Correction for Using Measurements

	10.3 Kalman Filter Prediction Update
	10.3.1 Stochastic Systems in Continuous Time
	10.3.2 Stochastic Systems in Discrete Time
	10.3.3 State Space Models for Discrete Time
	10.3.4 Dynamic Disturbance Noise Distribution Matrices
	10.3.5 Predictor Equations

	10.4 Summary of Kalman Filter Equations
	10.4.1 Essential Equations
	10.4.2 Common Terminology
	10.4.3 Data Flow Diagrams

	10.5 Accommodating Time-Correlated Noise
	10.5.1 Correlated Noise Models
	10.5.2 Empirical Modeling of Sensor Noise
	10.5.3 State Vector Augmentation

	10.6 Nonlinear and Adaptive Implementations
	10.6.1 Assessing Linear Approximation Errors
	10.6.2 Nonlinear Dynamics
	10.6.3 Nonlinear Sensors
	10.6.4 Linearized Kalman Filter
	10.6.5 Extended Kalman Filtering (EKF)
	10.6.6 Adaptive Kalman Filtering

	10.7 Kalman–Bucy Filter
	10.7.1 Implementation Equations
	10.7.2 Kalman–Bucy Filter Parameters

	10.8 Host Vehicle Tracking Filters for GNSS
	10.8.1 Vehicle Tracking Filters
	10.8.2 Dynamic Dilution of Information
	10.8.3 Specialized Host Vehicle Tracking Filters
	10.8.4 Vehicle Tracking Filter Comparison

	10.9 Alternative Implementations
	10.9.1 Schmidt–Kalman Suboptimal Filtering
	10.9.2 Serial Measurement Processing
	10.9.3 Improving Numerical Stability
	10.9.4 Kalman Filter Monitoring

	10.10 Summary
	Problems
	References

	11: Inertial Navigation Error Analysis
	11.1 Chapter Focus
	11.2 Errors in the Navigation Solution
	11.2.1 The Nine Core INS Error Variables
	11.2.2 Coordinates Used for INS Error Analysis
	11.2.3 Model Variables and Parameters
	11.2.4 Dynamic Coupling Mechanisms

	11.3 Navigation Error Dynamics
	11.3.1 Error Dynamics due to Velocity Integration
	11.3.2 Error Dynamics due to Gravity Calculations
	11.3.3 Error Dynamics due to Coriolis Acceleration
	11.3.4 Error Dynamics due to Centrifugal Acceleration
	11.3.5 Error Dynamics due to Earthrate Leveling
	11.3.6 Error Dynamics due to Velocity Leveling
	11.3.7 Error Dynamics due to Acceleration and Misalignments
	11.3.8 Composite Model from All Effects
	11.3.9 Vertical Navigation Instability
	11.3.10 Schuler Oscillations
	11.3.11 Core Model Validation and Tuning

	11.4 Inertial Sensor Noise
	11.4.1 CEP Rate versus Sensor Noise

	11.5 Sensor Compensation Errors
	11.5.1 Sensor Compensation Error Models

	11.6 Software Sources
	11.7 Summary
	Problems
	References

	12: GNSS/INS Integration
	12.1 Chapter Focus
	12.1.1 Objective
	12.1.2 Order of Presentation

	12.2 GNSS/INS Integration Overview
	12.2.1 Historical Background
	12.2.2 The Loose/Tight Ranking
	12.2.3 Unified Navigation Model

	12.3 Unified Model for GNSS/INS Integration
	12.3.1 GNSS Error Models
	12.3.2 INS Error Models
	12.3.3 GNSS/INS Error Model

	12.4 Performance Analysis
	12.4.1 Dynamic Simulation Model
	12.4.2 Results

	12.5 Other Integration Issues
	12.5.1 Antenna/ISA Offset Correction
	12.5.2 Influence of Trajectories on Performance

	12.6 Summary
	Problem
	References

	APPENDIX A: Software
	A.1 Software Sources
	A.2 Software for Chapter 3
	A.3 Software for Chapter 4
	A.4 Software for Chapter 7
	A.5 Software for Chapter 10
	A.6 Software for Chapter 11
	A.7 Software for Chapter 12
	A.8 Almanac/Ephemeris Data Sources

	APPENDIX B: Coordinate Systems and Transformations
	B.1 Coordinate Transformation Matrices
	B.1.1 Notation
	B.1.2 Definitions
	B.1.3 Unit Coordinate Vectors
	B.1.4 Direction Cosines
	B.1.5 Composition of Coordinate Transformations

	B.2 Inertial Reference Directions
	B.3 Application-Dependent Coordinate Systems
	B.3.1 Cartesian and Polar Coordinates
	B.3.2 Celestial Coordinates
	B.3.3 Satellite Orbit Coordinates
	B.3.4 ECI Coordinates
	B.3.5 Earth-Centered, Earth-Fixed (ECEF) Coordinates
	B.3.6 Ellipsoidal Radius of Curvature
	B.3.7 Local Tangent Plane (LTP) Coordinates
	B.3.8 RPY Coordinates
	B.3.9 Vehicle Attitude Euler Angles
	B.3.10 GNSS Navigation Coordinates

	B.4 Coordinate Transformation Models
	B.4.1 Euler Angles
	B.4.2 Rotation Vectors
	B.4.3 Direction Cosine Matrix
	B.4.4 Quaternions

	B.5 Newtonian Mechanics in Rotating Coordinates
	B.5.1 Rotating Coordinates
	B.5.2 Time Derivatives of Matrix Products
	B.5.3 Solving for Centrifugal and Coriolis Accelerations


	Index

